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Abstract 

Proteins often have multiple binding sites involved in interactions with other 

molecules. The majority of currently approved drugs bind a protein’s primary 

site, the major functional site in the protein. Targeting the primary site can be 

challenging. Secondary site binders can allow for efficient inhibition of difficult-

to-drug protein targets and there are now multiple examples of secondary site 

inhibitors in the clinic. However, the majority of known secondary sites were 

discovered through serendipity and the systematic identification of ligandable 

secondary sites remains challenging. This thesis integrates high throughput in 

silico analysis of publicly available protein structures based on canSAR3D with 

fragment screening to identify novel, ligandable and functionally relevant 

secondary sites in clinically relevant protein targets. Following the analysis, 

triaging of identified sites for functional relevance, clinical impact and technical 

feasibility identified a short-list of four targets – p53, ESR1, PIK3CA and IDH1. 

The novel secondary site in isocitrate dehydrogenase 1 (IDH1) was selected 

for validation.  

The tumour-promoting IDH1-R132X mutation is found in up to 80% of glioma 

patients and 15% of acute myeloid leukaemia patients. Fragment screening 

identified 19 fragments binding specifically to the novel secondary site in IDH1-

R132H. Following up these fragments in biochemical assays confirmed that 

binding to this pocket inhibits enzyme activity. My work shows that the newly 

discovered secondary pocket of IDH1-R132H is both ligandable and 

functionally relevant, and that my in silico analysis can be used to identify novel 

secondary sites in therapeutically relevant proteins. 
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Chapter 1: Introduction  

1.1 The need for new targeted therapeutics 

Cancer is the second leading cause of death globally, accounting for one in six 

deaths6. In the UK, 28% of patients will undergo chemotherapy as part of their 

primary treatment; these cytotoxic agents are effective against any rapidly 

dividing cell type, leading to serious and severe side effects.  

In contrast, targeted therapies interfere specifically with a molecule, usually a 

protein, shown to be critical in tumour cell survival or cancer progression7, 8. 

These drugs can elicit strong response rates by exploiting vulnerabilities in 

cancer cells, leading to selective killing of tumours over healthy tissues. For 

example, the BCR-ABL inhibitor imatinib shows response rates of up to 80% in 

chronic-phase CML patients9. Despite advances in targeted treatment of many 

cancer types, there remains an unmet need for treatment of less common and 

refractory cancers, and to overcome the emergence of resistance to current 

therapeutics.  

The identification of appropriate targets is based on extensive research into the 

complex biology behind malignant transformation and identification of key 

drivers of these processes. The underlying causative processes are, however, 

very complicated, and vary between patients as well as tumour types. This 

adds a layer of complexity to the identification of biologically compelling targets. 

Multiple large-scale projects such as The Cancer Genome Atlas10 (TCGA) and 

the International Cancer Genome Consortium11 (ICGC) have been established 
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to collate patient-derived mutational data in order to identify recurrent 

mutations, with the aim of elucidating new tumour-driving mechanisms and 

potential targets for therapeutics. Multiple analyses of such datasets have 

identified gene sets that are recurrently mutated and implicated in driving 

malignant transformation. The expertly curated Cancer Gene Census (CGC)12 

contains 574 genes with genomic alterations that promote oncogenic 

transformation, and a further 145 newly identified genes with strong evidence 

for their involvement in cancer. A list of 127 Significantly Mutated Genes 

(SGMs) was published by Kandoth et al.13 in 2013 following analysis of 3,281 

tumour samples from the TCGA. Identifying genomic and transcriptional 

alterations within patient cohorts can aid in selection of targets likely to show 

clinical impact. 

Despite the wealth of potential therapeutic targets and the positive clinical 

impact of targeted therapeutics, the development of successful oncology drugs 

remains very challenging. Over 90% of drug discovery projects fail before 

reaching the market, costing billions of dollars and many years of research14. 

Therefore, identification of targets more likely to be chemically tractable is 

important for risk mitigation. However, many targets that are biologically 

compelling may not be considered tractable by standard medicinal chemistry 

approaches, or represent a family not yet exploited, and are therefore high-risk 

targets. Recent examples of drugging novel, challenging protein targets such 

as Bcl family members show the potential reward of targeting these more 

challenging proteins and expanding the target space15.  

 



22 

1.2 Secondary sites as therapeutic targets  

The majority of currently approved targeted therapeutics bind to the major 

functional, or primary, site in a protein. While targeting these primary sites has 

led to development of highly successful therapeutics, there are also challenges 

associated this approach. For example, the physico-chemical properties 

associated with a given pocket may be unfavourable, as is the case of the 

phosphate binding site in protein phosphatases16. Some phosphatases are 

clinically relevant targets, such as PHLPP which de-phosphorylates AKT 

resulting in promotion of tumour growth in squamous cell carcinoma cell lines17. 

However, the primary site in PHLPP is small and highly polar to facilitate 

binding to phosphate groups. Due to this, it is highly challenging to develop 

primary inhibitors with acceptable bioavailability, and this class has historically 

been considered undruggable, though several inhibitors targeting secondary 

sites are now being developed18. 

Primary sites may also have a high affinity natural ligand, such as the 

nucleotide binding site of Hsp7019 and Ras20. Inhibitors targeting these sites 

require exceptionally high affinity to compete with the natural ligands. Inhibitors 

targeting the Hsp70 primary site show a large drop off in potency when 

characterised in cellular studies due to the high concentration of ATP in cells. 

Both Hsp7021, 22 and Ras23 have recently been successfully inhibited by 

targeting secondary sites.  

Protein primary sites can share high sequence or structural homology within 

families, such as in kinases, which can hinder efforts to develop selectivity24, 25. 

While poly-pharmacology plays an important role in efficacy for some 
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inhibitors26, including Sorafenib, which was launched as a pan-kinase inhibitor 

targeting VEGFR2, VEGFR3, KIT, FLT3 and PDGFR β27, off-target inhibition 

can also result in toxicity and reduce the treatment window. Secondary sites, in 

contrast, tend to show lower sequence and structural conservation than 

primary sites, which can aid in development of selective inhibitors and reduce 

off-target toxicity22, 28.  

Finally, exposure of cancer cells to targeted therapeutics inevitably results in 

emergence of resistance, often through mutations that abrogate the ability of 

drugs to bind their target2, 29-31. This can result in highly efficacious therapeutics 

losing potency and their impact on patients. For example, the EGFR T790M 

mutation confers resistance to front line therapeutics gefinitib and afatinib31, 

while the ABL-kinase T315I mutation confers resistance to all therapeutics 

developed prior ponatinib32. New drugs are currently continuously required to 

overcome emerging resistance.  

Alternative approaches to modulating challenging but functionally relevant 

protein targets to allow translation into clinic include targeting functionally 

relevant secondary sites, including allosteric sites. Allosteric modulators of 

GPCRs (such as benzodiazapines) have been widely used for many decades 

in the treatment of psychological, neurological and CNS disorders33-35. In 

cancer therapeutics specifically, several secondary site inhibitors against 

diverse and challenging targets are showing efficacy in clinical trials, with some 

now approved and showing impact in patients (Table 1.1). In addition, targeting 

inhibitors to a secondary site presents another opportunity to overcome 



24 

resistance mutations, as they can also slow the development of resistance 

mutations when used synergistically with inhibitors targeting the primary site36. 

Despite their relevance and potential for clinical impact, identifying functionally 

relevant, chemically tractable secondary sites remains challenging. The 

majority of currently known sites were discovered through serendipity. Relating 

inhibition at these novel sites to the functional modulation of a target within a 

cellular context presents a further level of complexity.  

 

Table 1.1: Secondary site inhibitors under development or with FDA approval  

 

1.3 Target Evaluation 

Given the cost of drug discovery project failure, selecting projects with reduced 

risk is an important aspect of drug discovery. Target evaluation assesses the 

biological, technical and competitive risks associated with a given target42, 43. 

Biological risk assesses the likelihood of a potent inhibitor having clinical 

impact, through identification of a suitable patient population, evidence for anti-

cancer effect and knowledge of potential resistance mechanisms, amongst 

other considerations. The competitive risk assesses the competitive landscape, 

Drug Clinical Stage Target 

Trametinib 37 Approved for Braf V600E 
melanoma 

Mek1; adjacent to 
primary site 

Ivosidenib 38, 39 Approved for 
relapsed/refractory AML with 
IDH1-R132X mutation 

Induced allosteric 
pocket above active site 

Ispinesib 40 Stage II Eg5; locks conformation 

Asciminib41 Phase II for CML and Ph+ AML BCR-Abl1 myristoyl 
pocket 
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as well as the unique selling point of a drug or target, and the potential for 

collaboration.   

Technical risk assesses the likelihood of developing a potent molecule against 

the given target. This not only includes the availability of chemical tools and in 

vivo animal models, but also the presence of enabling technologies such as 

biophysical and biochemical assays, and structural biology. A significant aspect 

of technical risk is the druggability of the given target. This assesses whether 

there is a site in the protein that is considered to be ligandable, and if binding of 

a small molecule to that site will affect the protein function and lead to 

therapeutic benefit. In well-established drug targets, where second and third 

generation inhibitors are under development to mitigate resistance, the 

druggability of a given site is already well established. In addition, proteins from 

privileged families, such as kinases, are generally considered to be ligandable 

and present less of a risk.  

When considering novel targets and secondary sites, the ligandability may be 

unknown. In these instances, computational predictors of ligandability and 

druggability can be used to assess the likelihood of both developing a potent 

molecule against the target, as well as the potent molecule having an impact 

on cellular viability.  
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1.4 Computational predictions of druggability  

Prioritisation of druggable targets can reduce attrition during the drug discovery 

process42, 44. Druggability refers to the likelihood of finding bioavailable small 

molecules that bind to the given target and subsequently impact both the target 

function and the disease state. This can be split into two aspects: the 

ligandability of the target - the likelihood of identifying a small, drug-like 

molecule that binds with high affinity; and the functional relevance – the 

likelihood of small molecule binding resulting in modulation of both protein 

function and the disease state. Ligandability of a protein target is necessary but 

not sufficient for druggability using small molecule approaches. The majority of 

currently available ligandability predictors can be split into three groups: 

precedence; chemical; and structural predictors.  

Precedence is the most straightforward predictor and is based solely on 

knowledge of previously drugged protein targets. For example, protein kinases 

are one of the most extensively pursued class of cancer therapeutic targets45, 

46, and their primary, ATP-binding sites are generally considered to be 

ligandable. Further, kinases are involved in many cancer-driving pathways, and 

inhibiting these enzymes will often have impact on cellular viability47. Pursuing 

targets from families with high precedence may lower the risk associated with 

the target, but also limits the proteomic space that can be explored. 

Ligand-based or chemical druggability assesses compounds tested against the 

target and its homologues for their bioactivity, molecular weight, tractability for 

medicinal chemistry elaboration and ligand efficiency48, 49. Proteins that have, 

or have close homologues with, ligands with good physicochemical properties 
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and high efficacy are considered ligandable. This approach requires chemical 

matter to have been tested against either the target or a close homologue. This 

information is not available for many proteins.  

Structure-based ligandability predictors utilise the 3D structures of proteins to 

identify pockets that may be chemically tractable50. There are many tools 

available to do this, including canSAR3D49, which uses a variety of physical 

and chemical properties associated with each identified pocket to predict its 

ligandability. Its use is limited to proteins with experimentally determined 

structures, or with close homologues whose structures have been solved.  

Both ligand- and structure-based predictors focus only on the chemical 

tractability of a given target, without considering the impact of small molecule 

binding on either the function of the protein target or on the cell. While a small 

molecule competing with the endogenous ligand for binding to the primary site 

will have clear impact on protein function, this may not translate to into a 

change in phenotype. Network druggability describes the likelihood that 

modulation of a protein will cause modulation of the disease state given its 

position in the interactome51. Genuine anti-cancer targets show a higher 

degree of connectivity within the network, with more first neighbours, and are 

part of larger communities than either non-drug targets or targets of drugs in 

different therapeutic areas. In contrast to the other three, network druggability 

does not directly predict the likelihood of developing an inhibitor: a protein 

target can have high network connectivity but lack a ligandable site.  
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1.5 Fragment-based lead discovery 

A fragment-screening hit rate can also predict ligandability (Figure 1.1)52, and 

can be used in combination with computational predictors to evaluate targets. 

Fragments are low molecular weight molecules, typically less than 300 Da with 

fewer than 12 heavy atoms. Fragment-based lead discovery (FBLD) involves 

screening a relatively small number of fragments, hundreds to thousands, to 

identify protein binders. Despite the complex geometry of protein surfaces, 

ligands bind selectivity to very specific locations, termed hot spots53. Protein 

targets with such a hot spot often yield high affinity, non-covalent drugs, 

regardless of the affinity of the initial hits. Fragment screening approaches 

have been successfully used to identify hit matter in known and putative 

secondary sites28, 53, 54
. 

  

Figure 1.1: Relationship between fragment screening hit rate and subsequent development of high affinity 
ligand. Data from Hajduk et al. 200525, 31, 53, plot made in Graphpad Prism  

 

 

Yes No
0.0

0.2

0.4

0.6

0.8

1.0

High affinity (KD < 300 nM)  ligand available?

Fr
ag

m
en

t S
cr

ee
ni

ng
 H

it 
R

at
e 

(%
)

Data from 
Data from Hadjuk et al. 2005  

DOI: 10.1021/jm049131r 



29 

Molecules that obey Lipinski’s Rule of Five are considered drug-like. Estimation 

of drug-like chemical space suggests that it may consist of 1030 to 1060 

compounds55-57. Based on public databases such as PubChem58, 

ChemSpider59, 60 and ChEBML10 amongst others, it is estimated that only 108 

compounds have been synthesized, representing a tiny proportion of the 

available space. Even the largest screening libraries using molecules of this 

mass covers very little of the potential space. When considering fragments, the 

possible chemical space is estimated to consist of approximately 108 

molecules. A library of a thousand molecules this size would cover a far greater 

proportion than covered by using larger molecules. The use of fragments also 

allows a more efficient sampling of chemical space than using more drug-like 

molecules, leading to an increased hit rate.  

 

Figure 1.2: Affinity range of various screening techniques. Adapted from Hubbard et al. 201125, 61. 

 

In addition, using fragments also reduces the molecular complexity – the 

number of interactions, both favourable and unfavourable, a molecule can have 
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with its protein target62. With a lower molecular complexity, fragments are less 

likely to possess an interaction that would abrogate its ability to bind a protein 

target. Identified fragment binders tend to make few, but higher quality 

interactions that act as a starting point for medicinal chemistry. Due to the low 

molecular weight of fragments, the affinity of initial hits is often in the high 

micomolar to low millimolar range. Sensitive biophysical techniques are 

required to detect binding events (Figure 1.2)61. Fragments can then be 

elaborated into larger, more potent hit and lead compounds.  

1.6 Aims  

The aim of this project is to investigate how computational analysis can be 

combined with fragment screening to identify novel, ligandable secondary sites. 

It can be split into two individual aims: 

1. Adaptation of canSAR3D to identify novel, ligandable secondary 

sites  

Various structure-based ligandability predictors are available. I used the 

ICR’s predictor, canSAR3D, as it had been used to analyse all 

structures currently available in the PDB. This provides a large quantity 

of data on which to train and then test the predictor. The pocket 

properties used to predict ligandability within the canSAR3D pipeline 

were systematically analysed to identify those which are important for 

ligandability without biasing for primary sites. This included a 

retrospective validation using known secondary sites as well as the 

identification of novel secondary sites. Following identification of novel 

sites, the pockets were triaged for functional relevance using literature 
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evidence as well as patient-derived mutations and sequence 

conservation.  

2. Fragment screening to investigate the ligandability of the 

secondary site 

Following selection of a target, fragment-screening approaches were 

used to identify molecules binding to the novel secondary site. Using 

fragment screening rather than a high-throughput screen of larger 

molecules may increase the likelihood of finding molecules that target 

the secondary site, and gives an overall assessment of the ligandability. 

Identified hit matter was then used to investigate the functional 

relevance of the secondary site through inhibition studies, which would 

represent the first step to confirming the druggability of the site.  

1.7 Strategy  

The strategy used to meet these aims, is shown in Figure 1.3. The structure-

based ligandability predictor canSAR3D was adapted to identify ligandable 

secondary sites as described in Chapter 2. These novel sites were triaged for 

technical feasibility and functional relevance, and four targets were shortlisted:  

p53, ESR1, PIK3CA and IDH1-R132H. While all four were clinically relevant, 

technically feasible targets, I selected the novel secondary site in IDH1-R132H 

as an initial target as a functional hypothesis could be developed. Fragment 

screening was then used to investigate the ligandability of the novel secondary 

site. Chapter 3 describes the establishment of enabling technologies for two 

fragment screening approaches, and Chapter 4 discusses the results of these 

fragment screens. 



32 

 

Figure 1.3: Strategy used to identify a novel ligandable secondary site in a cancer-associated protein. 
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After identification of hit matter targeting the novel secondary site, a 

biochemical assay was used to investigate the functional relevance of the 

secondary site, as described in Chapter 5.  

1.8 Isocitrate dehydrogenase  

Isocitrate dehydrogenase (IDH) exists in three isoforms in humans. IDH3 is a 

heterotetramer that uses NAD+ to catalyse the conversion of isocitrate to α-

ketoglutarate (αKG) as part of the citric acid cycle. IDH1 and IDH2 are 

homodimers that use NADP+ as a reducing agent to catalyse the same 

reaction. IDH2 is predominately localised to the mitochondria, while IDH1 

localises to mostly to the cytoplasm. Wild type IDH1 (IDH1-WT) is the primary 

source of NADPH in most tissues, especially the brain, and is therefore 

involved in the mitigation of oxidation damage through the regeneration of 

glutathione63.  

1.8.1 IDH1 structure 

IDH1 structures have been solved using X-ray crystallography. Each monomer 

is formed of a large, small and clasp domain (Figure 1.4). The large domain 

adopts a typical Rossmann fold, often associated with nucleotide binding64, 

while the small domain forms an α/β sandwich. The two domains are 

connected by a β-sheet that forms the base of primary site. The dimer is held 

together by the clasp domains, consisting of two, two-stranded anti-parallel β-

strands that interlock to form two, four-stranded anti-parallel β-sheets stacking 

on top of each other. In the inactive, co-factor bound conformation, the primary 

site is in an open conformation, with the regulatory segment, residues 271-286, 

forming a flexible loop stabilised by hydrogen bonding between Ser94 and 
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Asp279, and between His132 and Asp275. In all but one PDB structures (PDB 

1T09), the electron density for this region is too weak to be modelled. With 

binding of the substrate and catalytic Mg2+, the small and clasp domains move 

relative to the large domain. The previously unstructured regulatory segment 

adopts an α-helix across the dimer interface, stabilised by magnesium. The 

primary site is formed of residues from both chains, allowing catalysis to occur. 

 

Figure 1.4: Structure of IDH1. A) IDH1 dimer, with the large domain of one monomer coloured in blue, the 
small domain in light blue, and the clasp domain in cyan. The second monomer is coloured grey for 
clarity. B) Binding of catalytic metal and substrate causes a large conformational change from the inactive 
(cyan) to active (tan) conformation. The small and clasp domains move relative to the large domain, with 
the regulatory segment adopting an α-helical conformation. Monomer shown for clarity. C) The formation 
of the primary site involves residues form both chains. Figures made in Chimera65 
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1.8.2 IDH1 as a cancer therapeutic target  

In IDH1-WT glioblastoma, IDH1-WT expression is up-regulated, resulting in 

increased production of NADPH, leading to the reduction of reactive oxygen 

species (ROS)66. Knock-out of IDH1-WT in glioblastoma cells results in 

increased sensitivity to radiation-induced senescence, and increased 

responses to fractionated radiotherapy in murine xenograft models67.  

Heterozygous missense mutations in IDH1 are identified in up to 80% of glioma 

patients and 15% of AML patients, with an arginine to histidine substitution at 

residue 132 (IDH1-R132H) the most frequently observed68. Other substitutions 

at this position are observed with greater frequencies in other solid tumours, 

such as choloangiocarcinoma, prostate cancer and colorectal cancer (Figure 

1.5). In addition, somatic mosaic mutations in IDH1 are known to cause both 

Ollier’s Disease and Maffucci Syndrome, both characterised by multiple 

cartilaginous tumours69. IDH1-R132H mutations can sensitise cells to oxidative 

stress and PARP inhibition, which can be reversed upon treatment with IDH1-

R132H inhibitors70, 71. The presence of IDH1-R132X mutations is favourable for 

patients with glioblastoma72, but is associated with decreased survival for 

patients with AML73.  

Mutations at position 132 results in the loss of wild type IDH1 activity, and 

causes neomorphic conversion of αKG to D-2-hydroxyglutarate (2HG), using 

NADPH as a reducing agent74. Under normal conditions, 2HG levels in cells 

are maintained by endogenous D-2-hydroxyglutarate dehydrogenase 

(D2HGDH), which catalyses the reverse reaction, converting 2HG back to 

αKG75. The neomorphic activity of IDH1 mutants causes the accumulation of 
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2HG; elevated 2HG levels can be detected in the serum of patients with IDH1 

mutant AML and glioma76.  

2HG is structurally similar to αKG and can competitively inhibit many αKG-

dependent dioxygenases, including JmjC histone demethylases77, prolyl 

hydroxylases78 and 5-methylcytosine hydroxylases79, as well as alkylated DNA 

repair protiens80. This leads to global changes in both histone and DNA 

methylation patterns77, 81 and the accumulation of DNA damage71. Production 

of 2HG by IDH1-R132H is sufficient to promote leukemogenesis, which can be 

reversed with inhibition of the IDH1-R132H82.  

 

Figure 1.5: IDH1 mutations common in cancer. A) Distribution of mutations across IDH1. The vast 
majority of mutations are localised to arginine 132. B) Missense mutations are most frequently identified in 
Low Grade Glioma, but are also found in other tumour types at lower frequencies. Mutational data from 
TCGA:https://www.cancer.gov/tcga, visualisation adapted from cBioPortal8, 31, 83. 
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Although IDH1-R132H mutations are almost always heterozygous, which is 

common for oncogenic mutations84, patients with homozygous IDH1-R132H 

mutations have also been reported85. This indicates that loss of IDH1-WT is not 

lethal to the cell, which may be due to the presence of IDH2-WT. Although they 

have different subcellular localisations, IDH1-WT and IDH2-WT catalyse the 

same reaction. The IDH2-R172X and IDH2-R140X mutations are analogous to 

IDH1-R132X, resulting in the production of 2HG86 and tumorogenesis. IDH1-

WT and IDH2-WT may have functional redundancy that allows cells to survive 

complete loss of IDH1-WT activity. This is supported by the mutual exclusivity 

of IDH1 and IDH2 mutations87.  

In patients with heterozygous IDH1-R132X mutations, approximately 50% of 

the IDH1 population in vivo will be as part of an IDH1-WT/IDH1-R132H 

heterodimer, assuming equivalent expression levels and non-discriminatory 

dimer formation. As IDH1-WT converts isocitrate to αKG in the heterodimer, the 

local concentration of αKG by the IDH1-R132H primary site is increased. In 

vitro studies of the IDH1-WT/R132H heterodimers show an increased 

production of 2HG in comparison to both the WT/WT and R132H/R132H 

homodimers88. Further, glioblastoma patients with homozygous IDH1-R132H 

mutations have approximately 14-fold lower mean 2HG in comparison to the 

patients bearing heterozygous IDH1-R132H mutations85. The increased local 

concentration of αKG in close proximately to the IDH1-R132H primary site 

within WT/R132H heterodimers may decrease the efficacy of αKG-competitive 

inhibitors.  
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Both IDH1-R132H and IDH1-WT are clinically relevant therapeutic targets. 

While current inhibitors show selectivity for IDH1-R132H over IDH1-WT, the 

impact of targeting both IDH1-WT and IDH1-R132H is unknown. The IDH1-

R132H inhibitor ivosidenib39 from Agios was granted FDA approval for 

treatment of refractory AML in July 2018. Although this compound is showing 

impact in patients, the first resistance mutation, S280F was also reported in 

July 201889, showing the need for new targeted therapeutics. As the mutated 

residue is not located in the novel pocket, targeting the novel site may 

overcome resistance mutations and offer an alternative approach to inhibiting 

this clinically important protein. 
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Chapter 2: In silico identification of ligandable sites 

2.1 Introduction 

Target ligandability refers to the likelihood of binding a small molecule to the 

site. Structure-based ligandability predictors are widely used for prioritisation of 

pockets during early stage evaluation of clinically relevant protein targets90. 

They generally have three components – a pocket identification method, a 

training set of pockets with known outcomes, and a discriminating function.  

2.1.1 Pocket identification methods 

Multiple computational tools exist that identify pockets in protein structures. 

These can be grouped into energy-based and geometry-based methods. 

Energy-based methods, such as Q-SiteFinder91, calculate the interaction 

energy between the protein and a probe. Ligand-binding sites are predicted as 

regions of protein with clusters of favourable interaction sites92. Geometry-

based methods include sphere-based methods such as SURFNET93. 

SURFNET places a sphere between two atoms, touching each one. If atoms 

from any neighbouring residue intrude into the sphere, then the sphere size is 

reduced until no atoms intrude. If the resulting sphere is less than a certain 

volume, it is rejected. This is repeated for all pairs of atoms. Pockets are 

defined as clusters of spheres and are reported as a surface contour in three 

dimensions. After pockets have been identified, a range of properties can be 

calculated. The properties that are calculated vary between different predictors, 

but tend to include geometric, physical and chemical properties such as 

volume, enclosure, and hydrophobicity of identified pocket.  
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2.1.2 Training predictors  

Predictors are used to classify datasets according to a desired feature. 

Development of a predictor requires a positive training set formed of examples 

that have the desired feature and a negative training set formed of examples 

that do not have the desired feature. These sets are used to develop a decision 

rule that can then be applied to a new dataset – the test set.  

In this context, the desired feature is ligandability. The positive training set is 

formed of pockets experimentally shown to be ligandable, although the pockets 

included varies between different predictors. The positive training set may be 

redundant, including multiple examples of the same pocket, or non-redundant 

and include only one example of the ligandable pocket. The negative training 

set may be formed of pockets considered to be ‘less druggable’94, or simply 

pockets not in the positive training set. The two training sets of pockets and 

their associated properties are then used to build ligandability predictors, often 

through different machine learning approaches. For example PockDrugs95 uses 

linear discriminant analysis while canSAR3D49 uses a decision tree. The 

success of these predictors is benchmarked against a pre-defined set of 

pockets which were not used for training96.   

Pocket volume is invariably found to be a primary determinant of ligandability. 

The majority of examples of druggable pockets are primary sites, which tend to 

be the largest and most geometrically complex pocket in the protein97. This 

leads to an implicit bias for the largest site being predicted as the most 

ligandable.  
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2.1.3 canSAR3D structure-based ligandability predictor 

The canSAR3D pipeline analyses all publically available protein structures. Up 

to ten pockets are identified in each separated chain in each PDB structure by 

SURFNET93, and 25 properties are calculated for each. These properties cover 

geometric features such as pocket volume and enclosure, as well as chemical 

properties such as the ratio of hydrophobic and polar residues in the pocket.  

The pocket definition is subsequently refined based on sequence conservation 

by the PickPocket algorithm. A multiple sequence alignment using the target 

protein sequence is calculated by ClustalW98. Each residue in the sequence is 

given a score, which is calculated as the sum of the pair-wise residue similarity 

scores between the sequences and weighted for evolutionary distance 

between the sequences99, 100. Each sphere in the initial Surfnet cavity is 

subsequently given a score by summing the conservation scores of all residues 

in the protein with a weighting function that drops off rapidly with distance, such 

that close residues intruding on the sphere are given a higher weight. The 

origin of the refined pocket is calculated by selection of the sphere in the 

original pocket with the highest score. The scores of the surrounding spheres 

are also weighted by their distance from the origin sphere and compared to a 

minimum allowed score of 0.4, with spheres scoring higher than this included in 

the pocket. The overall pocket conservation score is likewise reported as a sum 

of the individual sphere scores weighted for distance from the origin. Weighting 

of the score by distance helps to maintain the ‘pocket-like’ nature of each 

identified pocket instead of allowing connection of multiple pockets through 

narrow channels.  
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Following calculation of the refined pocket, the properties are recalculated and 

reported alongside the conservation score. A decision tree machine-learning 

algorithm from ChEMBL Strudel10, 101, 102 is then used to predict ligandability 

based on these properties, trained on a large and diverse set of known 

druggable sites. As with other predictors, pocket volume is a strong predictor of 

ligandability due to the inherent bias in the training set, but canSAR3D can 

overcome this bias in some instances. 

Comparison of the pocket properties before and after refinement by PickPocket 

shows that primary sites show a large change in the pocket definition (Figure 

2.1). In contrast, secondary sites tend to show much less refinement as the 

PickPocket algorithm cannot find a sufficient number of conserved residues in 

the secondary site to refine the pocket. This may be due to lower levels of 

sequence conservation in secondary site, or due to the smaller initial size of the 

secondary sites resulting in too few conserved residues being identified. 

Predicting the presence of ligandable secondary sites is challenging due to the 

lack of examples of druggable secondary sites. Pocket identification methods 

are capable of identifying secondary sites in protein structures, but they are 

often considered less ligandable and subsequently deprioritised due to their 

smaller size in comparison to the primary sites. Consequently, structure-based 

ligandability predictors often perform very well when benchmarking with 

datasets formed of primary sites. The tendency to prioritise the largest pocket 

in the protein as the most ligandable leads to limited success detecting 

secondary sites.  
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Figure 2.1: Primary and secondary sites are refined differently by the PickPocket algorithm as part of the 
canSAR3D pipeline. A) ABL (PDB 3PYY) and associated primary (blue) and secondary (pink) sites as 
defined by Surfnet. B) Pockets following refinement by PickPocket. C) Primary sites show much greater 
refinement by PickPocket than secondary sites. Using the PickPocket associated properties may 
therefore increase the bias for primary site-like pockets. Figures made in Chimera65 

 

A large-scale analysis of crystallographic fragment screening data reported by 

Ludlow et al.28 compared the distribution of physical and chemical properties 

between fragment-bound primary and secondary sites. They found that while 

the primary sites were in general larger than the secondary sites, the 

distributions of other pocket properties, such as number of polar contacts and 

atom mobility, were similar. This supports the assumption that properties 

important for ligandability, excluding volume, are conserved regardless of 

whether the pocket is a primary or a secondary site.  Therefore, structure-

based ligandability predictors based on primary sites may accurately predict 
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secondary site ligandability, if the tendency to prioritise the largest pocket as 

the most ligandable can be overcome. 

This chapter describes the adaptation of canSAR3D in order to identify novel 

ligandable secondary sites in cancer-associated proteins. I used canSAR3D 

rather than other available predictors as it has precedence for identifying 

secondary sites. Furthermore, all structures in the PDB were analysed, with up 

to ten pockets identified and analysed per chain, yielding a wealth of data upon 

which to train the predictor. The new predictor was then used it to identify 

ligandable secondary sites, which were triaged for biological deregulation, 

experimental feasibility and clinical relevance, leading to the selection of a 

novel site in IDH1-R132H as an initial target for experimental investigation 

(Figure 2.2).   
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Figure 2.2: Flowchart out-lining the approach to identify novel, ligandable and functionally relevant 
secondary sites in cancer-associated proteins. 
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2.2 Results  

2.2.1 Defining the training sets  

At the time of analysis, more than 30,000 crystal structures of 5795 human 

proteins had been deposited in the PDB. This covers approximately 30% of the 

proteome as defined by Swiss-Prot103. As I was interested in targeting human 

proteins implicated in human cancers, I only considered human proteins. From 

the available structures, a total of 528,441 pockets were defined and had their 

properties calculated by the canSAR3D pipeline. I decided to use the 

SURFNET pocket definitions and associated properties to prevent any 

additional biasing towards primary sites (Section 2.1.3).  

Positive and negative training sets were defined in order to identify which of the 

underlying pocket properties are important for secondary site ligandability. 

Ideally, the positive training set would have been formed of validated, 

druggable secondary sites, but there remain too few examples of these to build 

a robust training set. Based on the assumption that properties important for 

ligandability will be consistent whether a primary or secondary site is targeted, I 

formed the positive training set of 2,025 ligandable pockets. This included the 

catalytic sites of kinases and the ligand-binding sites of nuclear receptors, both 

of which are considered to be highly ligandable despite challenges in achieving 

target selectivity. I also included the binding sites of FDA-approved drugs from 

all species (Figure 2.3). In many cases, there were multiple examples of the 

same pocket with different ligands bound. For example, a kinase structure may 

be solved with ATP or approved drug bound to the primary site. Using different 

crystal structures for the same target can show variations for the calculated 
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ligandability, which can be attributed to flexibility in the protein104. Including 

multiple structures with different ligands and in different ligandable 

conformations gives a more robust representation of the ligandable pocket. 

These structures formed the redundant positive training set.  

 

Figure 2.3: Examples of pockets included in the training set. A) ATP-bound kinase sites such as PDK1, 
PDB 4XX9; B) Ligand binding sites in nuclear receptors such as the testosterone binding site in the 
androgen receptor, PDB 2AMA; C) binding sites of FDA-approved drugs, such as Doxepin binding site in 
the histamine receptor aH1, PDB 3RZE. Figures made in Chimera65 

 

In addition, I chose not to enrich the positive training set with the few known 

examples of ligandable secondary sites. If there were a true difference in 

pocket properties between primary and secondary sites, the number of 

secondary sites included in the training set would be too small for the statistical 

analysis to identify these as a separate population. Importantly, retaining the 

secondary sites in the test set allows them to be treated as internal controls for 

validation of the predictor.  

After defining the positive training set, 526,416 pockets with associated 

properties remained which formed the background set. The majority of these 

have unknown ligandability. Due to the size discrepancy between the positive 
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and background sets, I formed the negative training set by randomly sampling 

from the background set.  

2.2.2 Statistical considerations for developing the secondary site 

ligandability predictor  

Using druggable primary sites to form the positive training set requires the 

assumption that the properties important for ligandability are the same 

regardless of which site on the protein is being targeted. However, training the 

predictor on primary sites leads to an inherent bias for the largest and most 

geometrically complex pocket in the protein. Properties that show a statistically 

significant difference because they are important for ligandability must be de-

convoluted from those showing significant differences due to the training set 

bias.   

The positive training set is formed of 2,025 pockets. The negative training was 

randomly sampled from the background set. The population distributions for 

these sets are unknown: they cannot be guaranteed to be normal (Gaussian). I 

therefore used two statistical tests, Welch’s t-test and Kolmogorov-Smirnov 

(KS) test, to identify the pocket properties that showed a statistically significant 

difference between the positive and negative training sets.  

2.2.2.1 Bootstrapped Welch’s t-test 

Welch’s t-test is a two-sample location test under the null hypothesis that the 

two population means are equal but the population variances are different. It is 

a variation of the more commonly used Student’s t-test that is more reliable 
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when populations have unequal sample sizes and/or unequal variances, as is 

likely the case with these datasets.  

T-tests assume the normality of the underlying distribution, which is unknown 

for these populations. Bootstrapping can help to overcome a non-parametric 

distribution based on the central limit theorem. Samples are taken from both 

the positive and negative training sets and a Welch’s t-test is performed; both 

the sample mean and the p-value are recorded, and the sample is replaced. A 

total of 100,000 samples were taken and replaced, with the aggregate p-value 

reported as the proportion of the time the null hypothesis could not be rejected 

based on a significance cut-off of p ≤ 0.05. 

2.2.2.2 Kolmogorov-Smirnov test 

A KS statistic quantifies the distance between the empirical distribution of two 

samples, in this case the positive and negative training sets, under the null 

hypothesis that the two samples are drawn from the same empirical 

distribution. A KS test indicates whether the two samples are likely to be 

different. Unlike the Welch’s T-test, it does not assume that the data is derived 

from a parametric distribution, and therefore can be used even where the data 

doesn’t tend towards a normal distribution. The test was bootstrapped 100,000 

times, with sample replacement, and the p-value and sample means recorded. 

The aggregate p-value was reported as the proportion of the time the null 

hypothesis could not be rejected based on a significance cut-off of p ≤ 0.05.  

Good correlation was observed between the two statistical tests, with eight 

properties identified as showing a statistically significant difference between the 
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positive and negative training sets (Table 2.1, Appendix 8.1.2). These are: 

Inverse Andrew’s Energy, Pocket Volume, Buried Vertices Ratio, GAP, Volume 

Ratio, Accessible Vertices Ratio, PCA X and PCA Y. A description of these 

properties can be found in Table 2.1.  

Both Welch’s t-test and the KS test identify which properties show a statistically 

significant difference, but do not define thresholds to separate the populations. 

I used a Roc test to define these thresholds.  

2.2.2.3 Roc tests  

Receiver operator characteristic (Roc) curves are non-parametric tests that 

calculate how well a given diagnostic can predict the binary classification as the 

threshold is varied. In this case, the diagnostic is the pocket property, and the 

classification is the ligandability. The area under the curve when the true 

positive fraction is plotted against the false positive fraction (AUC) is used to 

measure the accuracy of the prediction. This test was bootstrapped 10,000 

times with sample replacement. Fewer bootstraps were used than previously 

due to the increase in processing power demand. An AUC of 80% was 

selected as a cut-off for significance.  There was good correlation between the 

properties identified as showing a statistically significant difference between 

positive and negative training sets between the different statistical test (Table 

2.2, Appendix 8.1.2).  

Roc tests automatically report the best threshold, dependent on the pre-defined 

method. The R package used, pRoc105, has two alternative methods for 

identifying the ‘best’ threshold. Youdon’s statistic maximises the distance from 
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the line of no discrimination, while the closest top left considers the optimal 

threshold to be the closest to perfect specificity and sensitivity - the point on the 

curve closest to the top-left of the plot. Both of these can be weighted 

dependent on the relative cost of false negative to false positive classification. 

For the purpose of triaging and experimental follow-up, a false positive is far 

more detrimental than a false negative, so I selected the closest top left method 

to favour specificity. Table 2.2 shows the thresholds calculated for the eight 

properties.  

2.2.2.4 Defining the ligandability profile 

The statistical analyses identified eight SURFNET properties that were 

statistically significant across at least two of the three statistical tests. While the 

majority of these properties are well-accepted descriptors of ligandability, such 

as pocket volume and enclosure106, the inverse Andrew’s energy is a new 

descriptor. Andrew’s energy is a theoretical maximum binding energy of a 

given small molecule if it’s shape is complementary to the binding site107. It is 

based on the average binding energy of common functional groups as 

calculated by Andrews’s et al108. The inverse Andrew’s energy therefore is the 

theoretical binding energy achievable for a pocket if all of its side chains are 

involved in productive interactions with a small molecule partner, and is unique 

to the canSAR3D predictor. Whilst both PCA Y and PCA X, the lengths of the 

X- and Y-axis of the pocket, show statistically significant differences between 

positive and negative training sets, they are directly related to the pocket 

volume, and so were not used to define the ligandability profile. 
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Table 2.1: Pocket properties identified as being statistically significant and the thresholds used. PCA Y 
and PCA Z were not used for the profile due their link with the pocket volume. 

 

Property Definition Threshold 

Inverse Andrew’s 
Energy 

Andrew’s energy is a theoretical maximum 
binding energy of a given small molecule if each 
chemical moiety is involved in productive binding 
with its target107. The inverse Andrew’s energy 
therefore is the theoretical binding energy of a 
pocket if all of its side chains are involved in 
productive interactions with a small molecule 
partner. 	

 ≥ 910 

Pocket Volume  
The pocket volume is the calculated volume of the 
pocket based on the SURFNET sphere-rolling 
model in Å3. 	

 ≥ 750 

 Buried Vertices 
Ratio 

The property refers to how enclosed the pocket is; 
it is calculated using a series of points within the 
pocket from which projecting rays of fixed length 
are projected. The reported ratio is the proportion 
of points that have a large majority of rays 
contacting protein. It is significantly impacted by 
the size and shape of the pocket; for example, a 
small pocket would be calculated to have a 
greater enclosure than a large pocket of the same 
depth, as there would be fewer points in the 
centre of the pocket contacting only solvent.	

 ≥ 70 

GAP  
Combined score of size and geometric complexity 
of a pocket. The GAP=1 pocket is the largest and 
most complex. 	

≤ 3 

Volume ratio 
Comparison of the volume of the pocket of 
interest in comparison to the largest and most 
geometrically complex pocket. 	

≤ 3 

Accessible 
Vertices Ratio 

This property refers to how open the pocket is; it 
is calculated in a similar way to Buried Vertices 
Ratio but considers rays that contact solvent.	

 ≤ 13.8 

PCA Y 

This refers to the length of the principal Y-axis of 
the pocket. It is therefore linked to the pocket 
volume. It is not derived from a principal 
component analysis. 	

- 

PCA Z It refers to the length of the principal Z-axis of the 
pocket. It is therefore linked to the pocket volume.	 - 
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To ensure that the remaining pocket properties had not been identified through 

chance, I repeated the statistical tests with randomisation of positive and 

negative training sets. None of the identified properties showed a statistically 

significant difference between the randomised sets (Table 2.2) 

The ligandability profile was defined using the statistically significant properties 

and the thresholds provided by the Roc test as shown in Table 2.1. 

 

Table 2.2: Summary of statistics of properties identified as showing statistically significant differences 
between the training and background set, and their associated randomised trial.  

 

2.2.2.5  Use of p-values for significance testing  

The p-value is the probability that upon repetition of the experiment, the same 

or a more extreme result would be reported - how likely is it that this result 

would be seen if the Null Hypothesis were true. The standard significance cut 

off of p ≤ 0.05 means that if the Null Hypothesis were true, then these results or 

a more extreme result would be expected less than 5% of the time.  

The p-value has become controversial over recent years109-112. In this case, p-

values are used in combination with AUC to identify properties that may be 

important in ligandability. Both the p-values and the AUCs are supported by 

randomisation of the test and training sets. Further, the prediction can be 

Property 
Welch's T-test P-value KS test P-value ROC test AUC % 

Real Randomised Real Randomised Real Randomised 
Accessible 

Vertices 9x10-5 0.95 9.1x10-3 0.97 80.4 49.6 

Andrew's Energy 1.4x10-2 0.96 0 0.97 88.9 51.0 

Buried Vertices 0 0.95 0 0.97 91.7 50.5 

GAP 1.8x10-4 0.95 8.9x10-3 0.99 81.4 50.5 

Pocket Volume 5.9x10-2 0.96 1.2x10-3 0.97 81.6 49.5 

Volume Ratio 2.8x10-2 0.95 0 0.97 81.0 49.8 
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validated both by the use of known, ligandable secondary sites contained in the 

test set, and through experimental validation of a novel target. 

2.2.3 Identifying ligandable secondary sites  

The ligandability profile defined through the statistical analysis was then used 

to identify ligandable secondary sites from within the background set of 

526,416 pockets. The predictor identified 6,712 ligandable pockets in 1,391 

proteins. In some instances, the same pocket was identified in multiple 

structures of the protein, while in others multiple pockets were identified in the 

same protein. Of these, 16 were known and validated ligandable secondary 

sites (Table 2.3). Overall, the inclusion of multiple known examples gives 

confidence in the predictor.  

2.2.4 Triaging pockets for target selection  

2.2.4.1 Prioritisation of cancer-associated proteins 

In order to restrict the targets to cancer-associated protein, I used the 564 

targets from Cancer Gene Census (CGC)113 from COSMIC12 and the 127 

Significantly Mutated Genes (SMGs) from Kandoth et al.13. The CGC is an 

expert-curated database of proteins with mutations that are known to drive 

carcinogenesis, while the SMGs were identified through a large-scale analysis 

of TCGA. Across the two sets, 621 cancer-associated proteins were identified, 

with 80 found in both the CGC and as an SMG. Pockets identified in these 

cancer-associated proteins were retained. This step excluded most of the 

identified pockets, leaving only 696 pockets from 103 proteins, 10% and 7% of 

the ligandable pockets and proteins respectively. 
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Table 2.3: Examples of known, ligandable secondary sites initially predicted to be ligandable by the 
computational predictor. *Indicates a secondary site that was retained throughout the triaging process. 

 

Protein PDB code Ligand ID Pocket description 

Caspase-7114 1SHJ NXN 
Conserved allosteric site, 14A from 
active site. Binding of small 
molecule inactivates protease	

Fructose-1,6-bisphosphatase115 3IFC AMP AMP binding site, involved in 
negative feedback loop	

Fructose-1,6-bisphosphatase116 2WBB RO3 As above	

Integrin a-L117 3M6F BJZ 
I-domain allosteric site; binding 
prevents conformational changes 
required for activity 	

*Abl-1118 3PYY 3YY Myrisotyl binding site 	

E2-R1119 4MDK U94 Pocket at interface of E2 and 
ubiquitin, stabilises interaction. 	

Eg5120 4BXN 6LX 
Ispinesib binding site; prevents 
conformational changes required 
for activity, 	

Farnesyl pyrophosphate synthase121 5DIQ 5B9 Adjacent to IPP (substrate) binding 
site, at C-terminus 	

Farnesyl pyrophosphate synthas 122 3N3L MS0 As above	

Phosphodiesterase 4d123 3G4I D71 Stabilises binding of regulatory 
domain across active site	

Phosphodiesterase 4d123 3IAD 15X As above	

*Inducible T-cell Kinase (ITK)124 4M14 QWS 
Adjacent to, but not overlapping 
primary site in inactive 
conformation	

*Inducible T-cell Kinase (ITK)124 4M15 QWS As above	

Adenylate cyclase (solAC)125 4OYA 1VE Bicarbonate binding site	

Hexokinase-3126 3HM8 BG6 Example from allosteric site 
database	

*K-Ras23 4LUC 20G 
Target G12C mutant; binding 
prevents communication between 
switch I and II	

*K-Ras23 4LV6 20H As above	

Erk5127 5BYZ 4WE Adjacent to primary site; binding 
displaces P-loop into primary site	

Erk5127 4ZSJ 4R0 As above	

*Mek1128 3MBL LSG Adjacent to primary site	

P53129 5AOI RZH Bind to Y220C mutant specific 
pocket	

*IDH1130 1T09 - At dimer interface, competes with 
binding for catalytic cation	
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2.2.4.2 Triaging for potential functional relevance.  

For a pocket to be druggable by small molecule approaches, binding of the 

small molecule must have an impact on protein function and eventually on the 

disease state. Secondary sites may be associated with protein or cofactor 

binding, allosteric control of the primary site, or may be non-functional. There is 

currently no consensus approach for predicting functional relevance in 

secondary sites. Analyses aiming to investigate this tend to be based on either 

putative sites or on small datasets. With still a large number of potential targets, 

the pockets were triaged based on sequence conservation and mutation 

mapping from the over 10,000 patient cohort in TCGA, that were used together 

as rapid indicators of functional relevance.   

The work previously discussed by Ludlow et al.28 showed that the secondary 

sites identified by crystallographic fragments screening showed greater 

sequence conservation in comparison to the global sequence conservation 

between species orthologs, but to a lesser extent than observed in primary 

sites. The extent of secondary site sequence conservation is still under debate 

in the field. A pocket conservation score is calculated for each pocket 

automatically during the refinement of the SURFNET-identified pockets within 

the canSAR3D pipeline. I used sequence conservation as a rapid indicator of 

functional relevance, prioritising pockets with a sequence conservation of 70% 

or greater (Appendix 8.1.4).  

The Allosteric Site Database (ASD)131 collates sites in proteins involved in the 

allosteric control of protein function. Some of the entries are single residues 

implicated in the allosteric control of proteins, while others are enclosed 
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pockets, such as the myristoyl-binding site in Abl132. The ASD does not curate 

for ligandability. Shen et al.133 reported an enrichment of deleterious mutations 

around primary and allosteric sites in comparison to tolerated mutations. This 

enrichment was not observed when considering non-functional sites.  Further, 

they report an enrichment of patient-derived mutations around known allosteric 

sites in cancer-associated proteins in comparison to the overall mutation rate. 

Work by Dr. Al-Lazikani also shows a small but statistically significant 

enrichment of patient-derived mutations around allosteric sites in comparison to 

primary sites (personal communication). Based on these finding, I mapped 

normal tissue-matched mutations from the TCGA onto the identified pockets as 

a further indicator of functional relevance.  

Of the 696 pockets in 103 proteins identified in cancer-associated proteins, 

only 273 pockets from 61 genes had associated mutations. For these, a 

mutation enrichment score was calculated (Equation 2.1). A score of one 

shows equal rate of mutation in comparison to the background protein, a score 

of less than one indicates a depletion of mutations and a score of greater than 

one indicates enrichment in comparison to the global.  

 

 𝑆𝑐𝑜𝑟𝑒 =  
𝑐𝑎𝑣𝑖𝑡𝑦 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 
𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒

 Equation 2.1 

Where 𝑐𝑎𝑣𝑖𝑡𝑦 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
#𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑐𝑎𝑣𝑖𝑡𝑦
#𝑟𝑒𝑠𝑖𝑑𝑢𝑒𝑠 𝑖𝑛 𝑐𝑎𝑣𝑖𝑡𝑦

  

and 
𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  

𝑡𝑜𝑡𝑎𝑙 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝑝𝑟𝑜𝑡𝑒𝑖𝑛
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Combining the conservation score and the mutation analysis leaves 247 

pockets from 56 genes, which have a sequence conservation of greater than 

70% and at least one associated mutation. In some cases, identified pockets 

are associated with high mutation rates due to the presence of a recurrent 

variant but do not show high levels of sequence conservation. For example, the 

recurrent Y220C mutation in p53 results in formation of a novel secondary site 

and subsequent destabilisation of the protein structure134. Small molecules 

targeting this site stabilise the protein fold135 – it is both ligandable and 

functionally relevant. While my computational analysis predicts the pocket to be 

ligandable (Table 2.3), and shows mutation enrichment due to the recurrence 

of the Y220C mutation, it has low levels of sequence conservation and was 

therefore not taken forward as a pocket likely to show functional relevance.  

2.2.4.3 Target shortlisting  

The predictor identified multiple primary sites. These were manually removed, 

leaving 150 pockets in 40 proteins (Appendix 8.1.3). Of these, five were known 

and validated ligandable secondary sites in cancer-associated proteins (Table 

2.3, proteins marked with an *).  

With 2.8% of the original 6855 pockets remaining, it then became feasible to 

look at each pocket in greater detail to prioritise targets further. Prioritisation 

was based on the evidence of functional relevance, reliability of the prediction, 

potential clinical impact and disease association, as well as the technical 

feasibility of the target. 

Reliability of the prediction considers the quality of the structures predicted to 

be ligandable, which was assessed using the statistics reported in the PDB as 
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calculated by MolProbity136. Structures where the rate of Ramachandran 

outliers is greater than 1% in the chain of interest, or with poor fit to electron 

density around the pocket of interest as shown by RSRZ value greater than 2, 

as well as those with resolutions lower than 3.5 Å were excluded. The 

proportion of comparable structures, where the protein adopts the same 

conformation, in which the pocket is predicted to be ligandable was also 

considers. Recurrent predictions in high quality crystal structures may be more 

reliable.  

Potential for clinical impact had already been considered through application of 

the CGC and SGMs, and conservation scores and mutation enrichment had 

been used as a rapid indicator of potential functional relevance. However, the 

mutation profile of the target is also an important consideration for drug 

discovery. High mutation rates associated with a single recurrent alternation 

may be indicative of biological relevance. They are also lower risk for drug 

discovery as the cancer-associated, recurrent variant can be targeted and offer 

potential tumour specificity. High mutation rates not associated with high 

recurrence can be more challenging as there is no clear variant to target, and 

resistance may emerge more rapidly. Given the lack of consensus around 

predicting functional relevance around secondary sites, literature evidence of 

function was used to prioritise those with more evidence of functional relevance 

and disease association.  

The technical feasibility of the target considers how likely reliable experimental 

systems can be established in house. As structural studies will be required to 

identify binding sites following fragment screening, targets with straightforward 
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expression systems such E. coli and multiple high resolution crystal structures 

from different groups deposited in the PDB are indicative of a more amenable 

system. Further, the availability of tool compounds and published assays aids 

in the development of assays.  

Four novel pockets in ESR1, p53, PIK3CA and IDH1 were identified as 

potential initial targets for validation. Table 2.4 shows a summary of these sites 

and some of the associated considerations.  

 

Figure 2.4: Overview of the triaging process used to shortlist the four potential targets for experimental 
investigation. 
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Protein ESR1 IDH1 TP53 PIK3CA PIK3CG 

Family NUCLEAR   
RECEPTOR DEHYDROGENASE TRANSCRIPTION 

FACTOR PI3/PI4 KINASE 

Average 
Resolution 2.2 Å 2 Å 2.5 Å 2.7 Å 

Expression 
System E. coli E. coli E. coli Spodoptera 

frugiperda 

Druggable 
snapshots 50 1 1 3 24 

Total 
number of 
structures 

193 18 162 21 89 

Mutation 
enrichment 

in the pocket 
1.4 0.7 0.9 0.19 0.87 

Sequence 
conservation 
in the pocket 

0.96 0.93 1 0.83 0.96 

Literature 
evidence 
and 
comments 

No literature 
evidence. Close 
to ligand binding 
site; not AF-2. 
Also predicted 
druggable in AR 
and PGR (lost 
during mutation 
mapping) 

Literature evidence: 
potential regulatory 
site. Changes 
conformation 
between active and 
inactive 

Involved in 
aggregation. 
Formed by steric 
zipper region 
required for 
aggregation 

No literature 
evidence. Some 
structures of PIK3CA 
show pocket 
occluded by His-tag. 
Suggests peptide 
binding function. 
Conserved between 
alpha and gamma 
isoforms 

 

Table 2.4: Overview of shortlisted targets; number of structure was correct when the initial computational 
assessment was completed, but will have since increased as more crystal structures are deposited in the 
PDB. The mutation enrichment was calculated specifically considering residues forming the pocket as 
described in equation 2.1. The sequence conservation is calculated as part of the canSAR3D pipeline. 
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2.2.4.4 Shortlisted targets  

The nuclear transcription factor p53 regulates cell cycle arrest and apoptosis in 

response to DNA damage, and is tightly regulated by a network of post-

translational modifications. It is the most frequently mutated protein in human 

cancer, with over 50% of tumours harbouring an inactivating mutation137. 

Contact mutations either abrogate the ability of p53 to bind to DNA or change 

the target-binding site, while stability mutations destabilise the protein core 

causing aggregation. Further, negatively regulating proteins such as MDM2 

and MDMX are overexpressed in many tumour types, leading to increased p53 

ubiquitylation and inactivation, which is an important step in tumourogenesis as 

it allows cancer cells to evade apoptosis. Reactivation of p53 is associated with 

cell cycle arrest and the induction of apoptosis. Small molecule re-activators of 

p53-Y220C have been reported to bind to the Y220C-specific cleft and induce 

apoptosis129, 138.  

Two pockets in p53 were predicted to be ligandable. The first is the 

aforementioned Y220C-specific pocket that has previously been targeted by 

small molecular activators135. The second is formed by the 𝛽-sheet associated 

with amyloid fibre formation139, and the N-terminal loop (Figure 2.5). The 

pocket was only predicted to ligandable in one of the available 160 comparable 

structures. It does not appear to depend on the presence of specific mutant. If 

binding of a small molecule here could stabilise the structure, then it may be 

applicable to a broad range of p53-mutant tumours.  
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Figure 2.5: Overview of the novel secondary site in p53.	A) Domain organisation of tumour suppressor 
p53. B) Structure of p53 DNA-binding domain (PDB 1KZY) with location of predicted pocket shown as 
pink transparent surface. Location of the Y220C-specific pocket bound by fragment also shown. Figure 
made in Chimera65 

 

The Estrogen Receptor (ESR1) is a homodimeric steroid-hormone binding 

nuclear receptor that is activated upon estrogen binding. Approximately 70% of 

breast cancers are ER positive, with the receptor frequently over-expressed, 

leading to uncontrolled cellular proliferation140. Each monomer contains an N-

terminal activation function (AF)-1 domain, a DNA binding domain, and a 

ligand-binding domain (LBD), which harbours both the ligand-binding site and 

the activation function (AF)-2 helix141, 142. The ESR1-LBD has been structurally 

characterized (Figure 2.6), and the novel secondary site was identified in this 

domain.  

The predicted pocket is distinct from the ligand binding and AF-2 sites. It was 

predicted to be ligandable in 50 of the available ESR1-LBD chains from the 
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PDB. In addition, it was also predicted to be druggable in other NR3-family 

members for which crystal structures were available. Despite this structural 

conservation, this pocket does not seem to be referenced to in literature. 

Although it is a highly novel target, no therapeutic hypothesis can be 

developed.    

 

Figure 2.6: Overview of the novel site in ESR1. Domain organisation of ESR1; B) structure of ESR1 (PDB 
1ERE) showing the location of the primary (ligand-binding) site and the predicted secondary site; C) 
Rotated view of ESR1 showing the AF-2 helix. Figure made in Chimera65 

 

PIK3CA and PIK3CG are Class I PI3-Kinases that phosphorylate PIP2 to 

produce PIP3. PIP3 is involved in the recruitment of various downstream 

proteins to the to the plasma membrane for activation, including Akt. Over-

activation of PI3K signalling is one of the most common events in human 

cancers, and can occur through mutation of PI3Ks resulting in constitutive 

activation143, 144.     
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Figure 2.7: Overview of the novel site in PIK3CA.A) Domain organisation of PIKa showing location of 
primary (ATP-binding) site. B) Structure of PI3Kalpha showing location of predicted site. C) Fragments 
identified binding into the predicted site by Miller et al. 2017145. Figures made in Chimera65 

 

The novel secondary (Figure 2.7) site is discrete from both the primary site, 

which is targeted by Copanlisib81, and the phospho-peptide binding site which 

has recently been shown to be ligandable by crystallographic fragment 

screening145. It is a deep pocket at the interface of the helical, kinase and RBD 

domains. It was predicted four times in PIK3CA during the initial analysis, and 

was also predicted to be druggable in the PIK3CG isoform. This may support 

potential functional relevance for this site in Class I PI3Ks, but there was no 

literature to support this at the time of the analysis. During my research, a 

crystallographic fragment screen against PI3Kα has identified multiple 

fragments binding into this novel predicted pocket145, validating the ligandability 

prediction.  
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Isocitrate Dehydrogenase 1 (IDH1) is a homodimeric, metabolic enzyme that 

catalyses the oxidative decarboxylation of isocitrate to α-ketoglutarate (αKG) 

with the concomitant reduction of NADP+ to NADPH. Substrate and catalytic 

metal binding causes a large conformational change from the inactive, co-

factor bound conformation to the catalytically active form, with the formation of 

an α-helix across the dimer interface that completes the primary site130.  

 

Figure 2.8: Overall structure of the IDH1-R132H dimer showing the location of the three pockets predicted 
to be ligandable. Figure made in Chimera65 

 

Heterozygous missense mutations in IDH1 are identified in up to 80% of glioma 

patients and 15% of AML patients, with an arginine to histidine substitution at 

residue 132 the most commonly observed68. This causes the neomorphic 

conversion of αKG to 2-hydroxyglutarate (2HG), using NADPH as a reducing 

agent74. 2HG is structurally highly similar to αKG and can inhibit many αKG-

dependent enzymes, including those involved in epigenetic marking. This leads 
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to widespread epigenetic deregulation, and is sufficient to promote 

leukemogenesis, which can be reversed with inhibition of the mutant protein82. 

Both the primary146 and known allosteric130 sites have been targeted by 

inhibitors, and both are predicted to be ligandable through my computational 

analysis. In this work, a third site was also predicted to be ligandable (Figure 

2.8) in one of the four chains of IDH1-R132H in the inactive conformation, but 

none of the structures of IDH1-R132H in the active conformation. The 

conformational change from the inactive to the active form results in significant 

broadening of the secondary site, leading to a decrease in the overall 

enclosure (Figure 2.9). The broadening of this secondary site was described by 

Xu et al. in 2004130, who suggested that the pocket may have a role in 

regulating the conformational change required for adoption of the active 

conformation, but this has not been investigated further. 

Targeting this pocket may prevent the conformational change required for 

catalytic activity and inhibit the production of 2HG. This site is also distant from 

the patient-derived S280F resistance mutation impacting the efficacy of 

ivosidenib in clinic89. Targeting this novel site may provide a potential way to 

overcome this resistance. 
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Figure 2.9: IDH1 pockets change with the conformation. A) Overlay of inactive (cyan) and active (tan) 
conformers of IDH1 showing the large conformational change that occurs upon substrate and catalytic 
metal binding; a single chain is shown for clarity.  B-E) Comparison of primary and novel secondary site 
pocket properties for the active (4KZO) and inactive conformations  (4UMY). Structure figure made in 
Chimera65, violin plots from ggplot2147 
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2.2.5 Target selection  

ESR1, PIK3CA, p53 and IDH1 are all highly relevant therapeutic targets and 

have clear potential for clinical impact. Multiple crystal structures are available 

for all of the proteins, including structures of the protein in complex with a 

ligand. This indicates that all of the proteins can be readily crystallised and are 

DMSO tolerant. IDH1 and PIK3CA are both enzymes with in vitro biochemical 

activity assays reported, while ESR1 and p53 activity assays are cell based. 

Commercial tool compounds are available for all of the short-listed targets to 

use as experimental controls. All of the systems can be considered 

experimentally tractable.  

The novel pocket in IDH1-R132H was the only pocket to which a potential 

function could be assigned, as it has been suggested that it may have a role in 

regulating the conformational change from the inactive to the active 

conformation130. As the pocket was only predicted to be ligandable in the 

inactive conformation, binding of a small molecule to this site may impact the 

protein’s ability to change conformation, and subsequently modulate enzymatic 

activity.  I therefore selected the novel secondary site in IDH1-R132H as an 

initial target for experimental investigation.  
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2.3 Conclusions  

Computational structure-based ligandability predictors can help to prioritise 

targets for drug discovery. While they are very successful at predicting primary 

site ligandability, they are generally less successful at identifying ligandable 

secondary sites due to an inherence bias for the largest and most geometrically 

complex pocket in the protein. Based on the observation that canSAR3D can 

occasionally predict ligandability in secondary sites, I adapted the predictor to 

overcome this limitation. 

The novel sites were subsequently triaged in order to prioritise a target most 

likely to show functional relevance and clinical impact. This process identified 

40 cancer-related proteins with novel secondary sites, including five known and 

experimentally validated sites.  I short-listed four targets – p53, ESR1, PIK3CA 

and IDH1. Crystallographic fragment screening has since experimentally 

validated the short-listed pocket in PIK3CA145. The novel secondary site in 

IDH1-R132H was selected for experimental investigation by fragment 

screening.  
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Chapter 3:    Establishing enabling technologies for 

fragment screening 

3.1 Introduction 

In order to use fragment screening to identify hits binding to the novel 

secondary site in IDH1-R132H, several enabling technologies needed to be 

established. Pure IDH1 variants needed to be produced on a large enough 

scale to allow experimental investigation. The produced protein also needed to 

be characterised to ensure that it is correctly folded and suitable for use in 

assays. Further, the fragment screening assays required establishing. I chose 

two fragment screening approaches to investigate the ligandability of the novel 

secondary site – a thermal shift assay (TSA) and crystallographic fragment 

screening. TSA is a rapid, high throughput approach that has relatively low 

protein requirements. X-ray crystallography-based fragment screening is highly 

sensitive to weak fragment binders and has been successfully used to identify 

and investigate secondary sites28, 148. However, it requires significantly more 

protein, is more difficult to establish and data processing is more challenging. 

This chapter describes establishment of the key enabling techniques required 

for fragment screening to investigate the ligandability of the novel secondary 

site in IDH1-R132H.  
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3.1.1 Thermal shift assays 

The thermal stability of a protein is affected by a range of factors, including type 

of buffer, pH, salt concentration, as well as binding of a small molecule149. 

There are two thermal shift assays that are commonly used – label-free TSA 

based on intrinsic tryptophan fluorescence, and TSA using a reporter dye such 

as SYPRO Orange. Both of these techniques are based on the change in 

fluorescent signal with protein unfolding.  

 

Figure 3.1: Thermal denaturation curve of a given protein with SYPRO Orange. Label-free TSA is based 
on the intrinsic fluorescence of tryptophan and other aromatic residues, but the overall outline is the 
same. At low temperature, the hydrophobic patches are buried within the protein, so the dye is in a polar 
environment in the bulk solvent. As the temperature increases, the protein unfolds, exposing the 
hydrophobic regions to which the dye can bind resulting in increased fluorescence. Figure based on 
Miyazaki et al. 201728, 150. 

 

In folded proteins, hydrophobic residues are mainly buried within the protein. 

As a protein in heated it unfolds, exposing the hydrophobic residues to the 

polar solvent. In a label-free TSA, the change in the wavelength of tryptophan 

fluorescence as it is exposed to the polar solvent is measured at 330 nm, 350 
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nm or as a ratio of fluorescence units at 330 and 350 nm151, 152. While label-free 

TSA is useful for characterisation of purified proteins, it is low throughput due to 

the use of individually filled capillaries. Dye-based thermal shift systems, such 

as those using SYPRO Orange, are much higher throughput due to their plate-

based format and have lower protein requirements. This technique measures 

the increase in fluorescence of the dye that occurs when it binds to exposed 

hydrophobic patches upon protein unfolding (Figure 3.1). TSA with SYPRO 

Orange is routinely used to examine protein stability and investigate 

stabilisation by ligands150, 153-155, and has also been reported for investigation of 

interactions between IDH1-R132H and compounds156.  

For fragment screening by TSA, compounds are mixed with the protein of 

interest and the fluorescent dye. The samples are subsequently heated and the 

fluorescence measured over time. The melting curve generated is sigmoidal, 

with the melting temperature (Tm) defined as the midpoint of the unfolding 

transition. This can be calculated using either the Boltzmann equation 

(Equation 3.1) or by calculating the maximum of the first derivative of the 

melting curve157. The change in melting temperature (ΔTm) is calculated based 

on comparison to a protein control. 

 

High affinity, potent molecules such as tool compounds can give thermal shifts 

up to 10 °C or more depending on the system158. This technique can also 

identify fragment binders with ΔTm values as low as 0.5 °C making it suitable 

for fragment screening153.   

 
𝑦 = 𝐴 +  

𝐵 − 𝐴

1 + 𝑒
!"!!
!"#$%

 Equation 3.1 
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3.1.2 Crystallographic fragment screening  

Crystallographic fragment screening has several advantages over other 

fragment screening approaches159, 160. It is capable of identifying fragments 

binding with a large range of affinities, including weak millimolar binders, due to 

both the sensitivity of the technique as well as the comparatively high fragment 

concentrations used for soaking. In addition, binding sites are immediately 

elucidated, allowing identification of hot spots and novel sites. As high fragment 

screening hit rates is associated with ligandability53, this allows immediate 

assessment of the overall ligandability of the site. It also allows evaluation of 

the potential for structure-based fragment linking, growing and merging, 

facilitating movement from weak initial fragment hits to more potent molecules.  

3.1.2.1 PanDataset Density Analysis 

Electron density is calculated as an average of the signal derived from a large 

number of protein molecules in the crystal, where low occupancy states such 

as binding events or minor conformations may be obscured by the major 

conformation (Figure 3.2A). Low occupancy fragment binding can be due to 

many reasons, including weak, although potentially very specific, binding or 

poor ligand solubility. In these cases, the fragment density can be obscured 

due to crystallographic averaging. 
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Figure 3.2: Overview of PanDDA processing to identify minor conformations and states. A) Electron 
density is an average of all states in the protein crystal. Low occupancy states are obscured by high 
occupancy states. B) PanDDA calculates an average ground state map that is subsequently subtracted 
from each dataset in real space, to leave only the event map where the density deviates.  C) Using 
PanDDA, low occupancy states are revealed that cannot be visualised using normal approaches, even at 
low contour. The event map is shown as a blue mesh, whilst the Z-map is shown as green and red 
meshes.  Data shown is from IDH1-R132H crystallographic fragment screening and visualised in 
COOT161. 
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PanDataset Density Analysis (PanDDA162) is crystallographic data analysis 

software that was developed to allow de-convolution of low occupancy states, 

including weakly binding fragments. The analysis aligns 50 or more sigma-

weighted 2mFo – DFc maps from isolated datasets in real space to generate an 

averaged ground state map. The ground state map shows a much lower level 

of noise in comparison to any individual map used to calculate it. This map is 

then subtracted from each of the individual 2mFo – DFc maps in real space to 

calculate Z-scores at each voxel of the asymmetric unit, producing the Z-map.  

Clusters of large Z-scores, greater than ±3, are representative of significant 

local deviation in the analysed map in comparison to the ground state and are 

reported as events. Positive density in the corresponding Z-map indicates 

where additional density is observed in comparison to the ground state, while 

negative density indicates where density has been lost in comparison to the 

ground state (Figure 3.2C). Z-scores are an objective and statistically 

meaningful measure of potentially interesting deviations from the ground state, 

allowing identification of low occupancy events that do not yield strong density 

in mFo – DFc maps. 

Once events have been located using the Z-map, the program estimates the 

fraction of the data that contains the event, the occupancy of the fragment in a 

ligand-binding context. This estimated occupancy, reported as one minus 

Background Density Correction (1-BDC), is then used to calculate a de-

convoluted event map through subtraction of the ground state scaled for the 

estimated occupancy (Figure 3.2B). The resulting event map shows density 

only for the ligand binding fraction or minor protein conformer.  
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In addition to the normal statistics used to validate structure quality, additional 

statistics are reported specifically to validate low-occupancy ligands (Table 

3.1). Large B-ratios and low RSZO/OCC values do not necessarily indicate 

errors in the model, but highlight weak features. Low values of RSCC are 

indicative of poor fit between the model and the data, and will be lower in the 

early stages of refinement. All of these statistics will be affected by the quality 

of the data, and especially by the resolution of the system.  They are 

considered in combination with event and Z-maps to assess the reliability of the 

binding event.  

 

Table 3.1: PanDDA specific statistics used to identify and evaluate low occupancy events  

 

1 – BDC 1 – background density 
correction 

Selected to maximise the contrast between 
ground state and event maps. It is the 
fraction of the ground state to be subtracted 
from the dataset to give the event maps, and 
is therefore related to the occupancy.  

Z-score  

Shows the extent of deviation from the 
ground state. Large Z-scores (±3) indicate 
significant deviations from the ground state 
and indicate potentially interesting features.  

RSCC Real space correlation 
coefficient 

Correlation between model and observed 
density. RSCC > 0.7 required for a ‘good’ 
model. 

RMSD Movement of ligand after 
refinement 

Measure of how far a ligand moves following 
refinement; for a good fit, only small 
movements would be expected (< 1) 

RSZO/OCC 

Real-Space Observed Z-
Score divided by the 

estimated occupancy of the 
fragment 

Signal-to-noise ratio, reports strength of 
density for the ligand in comparison to the 
noise, normalised for the occupancy. 
Dependent on resolution and structure quality 
post-MR.  Should be as high as possible. 

B-ratio Ratio of ligand/protein B-
factors 

Ratio of B-factors for ligand and surrounding 
residues; whilst ligands are expected to be 
more mobile (hence ratio > 1), ratios >>2 are 
likely to indicate mis-modelled ligands. 
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3.1.2.2  XChem crystallographic fragment screening platform  

The XChem facility at Diamond Light Source (DLS) is a dedicated facility for 

crystallographic fragment screening23, 163 (Figure 3.3). Crystals are grown in 

plates that are compatible with ECHO acoustic dispensing, and imaged. 

Crystals to be targeted for by fragment soaking are selected, and the location 

in the drop the fragment will be dispensed to is selected. Fragments are then 

acoustically dispensed to the targeted locations in crystal drops using an Echo 

acoustic dispenser, which allows rapid and accurate addition of fragments 

without directly hitting and potentially damaging crystals. Harvesting is robot-

assisted and data collection is unattended, allowing approximately 1000 

crystals to be soaked, harvested and data collected within a week. 

Auto-processing results are imported directly into XChemExplorer164  (XCE) for 

rapid, parallel processing, including molecular replacement and generation of 

ligand restraint files. The PanDDA analysis is run directly from XCE and 

automatically reports datasets showing significant deviation from the ground 

state, which are then manually inspected. Fragments are modelled into the 

event map and local corrections are made, followed by a cycle of refinement in 

Refmac5165. PanDDA statistics are used alongside the normal refinement 

statistics to track the progress of correction and refinement.  
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Figure 3.3: Schematic overview of the XChem crystallographic fragment screening 163. Crystals are 
imaged using a RockImager and ranked; figure from Diamond. Drops containing crystals are selected, 
and the location within the drop to which the dispense will be targeted is also selected. The fragments are 
then dispensed using an Echo acoustic dispenser; figure from Diamond. Crystal harvesting is semi-
automated using a Shifter; figure from Diamond. Data collection is unattended on IO4-1; figure from 
Diamond. Data is imported into XCE for rapid parallel processing and PanDDA is used to identify events. 

Imaging of crystal 
plates, crystal selection 
and in-drop targeting  

Fragments acoustically 
dispensed using an 
ECHO  

Robot-assisted 
harvesting using a 
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Unattended data 
collection on I04-1 

PanDDA identifies low 
occupancy events 
including weakly 
binding fragments 
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3.2 Results 

3.2.1 Protein production and purification 

Both IDH1-WT and IDH1-R132H variants have been crystallised using full-

length constructs. The DNA sequence was codon-optimised for E. coli 

expression and cloned into a pET-28a vector, and mutants generated using 

site-directed mutagenesis against this construct (Chapter 7.2.2, Appendix 

8.2.1). All IDH1 variants expressed well and no optimisation of expression 

conditions was required (Appendix 8.2.2). The general purification protocols 

were adapted from IDH1-R132H purifications reported in the literature and a 

general purification strategy for His-tagged proteins provided by Dr Yann-Vaï 

Le Bihan. All IDH1 constructs were purified using a four-step schema (Figure 

3.4), except IDH1-R132H, which was purified using an optimised five-step 

schema.  

 

Figure 3.4: Purification schema for IDH1 variants. All variants of IDH1 were purified using the protocol 
shown on the left, except the main IDH1-R132H variant that was purified using the optimised protocol on 
the right. IMAC – immobilised metal affinity chromatography; TEV – tobacco etch virus 
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Full details of the optimised purification strategy can be found in Chapter 7.2.3. 

Representative chromatographs and SDS-PAGE gels are shown in Figure 3.5 

with bands corresponding to IDH1 variants boxed in red. In brief, clarified cell 

lysates were applied to a HisTrap FF Immobilised Metal Affinity Column 

(IMAC). IDH1 variants bound to the column through the hexahistidine tag under 

low imidazole concentrations and were eluted using increasing concentrations 

of imidazole (Figure 3.5A). Fractions containing IDH1 were pooled and dialysed 

overnight in the presence of His-tagged TEV-protease to remove the 

hexahistidine tag. The protein was subsequently re-applied to the IMAC 

column. Uncleaved IDH1, His-TEV and contaminant proteins bound to the 

column, whilst the cleaved IDH1 was not bound and was collected in the flow 

through. Fractions were analysed using SDS-PAGE showing IDH1 at greater 

than 90% purity (Figure 3.5B). 

Fractions containing IDH1 were pooled and concentrated, and subsequently 

loaded onto a size exclusion column. IDH1 elutes as a symmetrical peak with a 

maximum at 85 mL. Analysis by SDS-PAGE shows greater than 95% purity 

(Figure 3.5D). The A260/A280 was measured between 0.60 and 0.62 for all 

purifications, close to the theoretical value for pure protein with no nucleic acid 

contaminants, A260/A280 = 0.57166. 

IDH1 variants co-purify from reverse-IMAC with a contaminant that is not fully 

separated by SEC (Figure 3.5B, blue box), so an additional purification step 

was designed between the reverse-IMAC and SEC for IDH1-R132H. The 

theoretical isoelectric point of IDH1-R132H is 6.4 as calculated by EXPASY 

ProtParam167. 
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Figure 3.5: Representative chromatograms and SDS-PAGE gels from IDH1 purifications. The blue trace 
shows the UV 280 nm (mAu), the red trace shows the UV 260 nm (mAu) and the green trace shows the 
proportion of buffer B loaded in v/v. Bands corresponding to IDH1 variants are boxed in red, while the 
contaminant is boxed in blue. All variants are purified by affinity chromatography (HisTrap and Reverse 
HisTrap) and size exclusion chromatography. Optimisation of the IDH1-R132H purification adds an 
additional ion exchange step that successfully removes this contaminant. 
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At pH 8, IDH1-R132H would be expected to have a negative charge and 

should therefore bind to an anion exchange column under low salt conditions, 

to be eluted by increasing the salt concentration. A buffer screen against IDH1-

R132H showed that IDH1-R132H is stable in low salt conditions (Appendix 

8.2.5.1), indicating this approach may be suitable without causing IDH1-R132H 

precipitation. IDH1-R132H was dialysed into a 5 mM NaCl buffer and loaded 

onto a ResourceQ column equilibrated with the same low salt buffer. 

Unexpectedly, IDH1-R132H eluted directly in the flow-through, but as the 

contaminant(s) interacted with the column separation was still achieved (Figure 

3.5C). Fractions were analysed by SDS-PAGE, showing removal of the main 

contaminant. Appropriate fractions were then pooled and loaded onto a SEC 

column as before. The correct mass of each IDH1 variant was confirmed by 

mass spectrometry (Appendix 8.2.3). Each variant was purified to greater than 

95% purity and with high yields of 30 mg/L for IDH1-R132H and 40 mg/L for 

IDH1-WT, sufficient for experimental investigation.   

3.2.2 Variant characterisation  

Following production of pure IDH1 variants, label-free TSA was used to 

investigate the thermal stability of IDH1-R132H and IDH1-WT and ensure they 

were correctly folded through their ability to bind their native co-factors and 

substrates – NADP+ and isocitrate for IDH1-WT, and NADPH and αKG for 

IDH1-R132H.  
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Figure 3.6: Label-free thermal shift results for IDH1-WT with NADP+ (A,C) and isocitrate (B,C), and for 
IDH1-R132H with NADPH (D,F) and αKG (E,F). Plots made in GraphPad Prism  
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The melting temperature of apo IDH1-WT was 54 °C. It was stabilised by its 

natural co-factor NADP+ with a maximum ΔTm of 2.2 °C (Figure 3A, C). Apo 

IDH1-R132H was found to be slightly less stable than IDH1-WT under the 

same buffer conditions, with a Tm of 53.2 °C. However, binding of the natural 

substrate NADPH induced a much larger thermal shift than the IDH1-WT 

system, with ΔTm values up to 5 °C (Figure 3D, F). NADPH has an absorbance 

peak at 350 nm, which overlaps with the emission spectra of aromatic residues, 

resulting in a decrease in fluorescent signal with increase NADPH 

concentration. Still, the ability of each protein to bind their natural co-factor 

indicates that they are properly folded.  

IDH1-WT was also stabilised by its natural substrate isocitrate to a greater 

extent than induced by the co-factor, with a ΔTm of 7 °C (Figure 3B, C) In 

contrast, IDH1-R132H is slightly destabilised by its natural substrate αKG, with 

a ΔTm of - 4 °C (Figure 3E, F). The reason for this difference is not clear. Full 

experimental details for label-free TSA can be found in Chapter 7.2.4.  

3.2.3 Establishing IDH1-R132H TSA for fragment screening 

A SYPRO Orange TSA was established for fragment screening as it is higher 

throughput and requires less protein. High concentrations of NADPH are 

required to favour the inactive conformation for screening and to block the 

primary site. The excitation/emission spectra of NADPH and SYPRO Orange 

do not overlap, so NADPH should not interfere with the SYPRO Orange TSA.  

A SYPRO Orange thermal shift assay has been reported in the literature using 

10 X SYPRO Orange and IDH1-R132H at 0.5 mg/mL (7.8 µM)156. These 
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conditions were used as a starting point to establish as assay suitable for 

fragment screening. 

3.2.3.1 Binding Curve analysis 

IDH1-R132H melting curves show variations in shape, with high initial signals. 

Binding events can also further changing the shape of the curve. These 

features make analysis of the binding curves more complex. The melting 

temperature from SYPRO Orange thermal shift assays can be calculated 

through either a Boltzmann analysis or the first derivative. The Boltzmann 

analysis identifies the highest signal in the curve and calculates the Tm based 

on the Boltzmann distribution below this temperature. In Figure 3.7A, the initial 

peak is lower than the true maximum and the algorithm is able to identify the 

correct peak and use it for the analysis. In Figure 3.7B, the initial peak is higher 

than the true maxima, and therefore is selected for the analysis, resulting in a 

large reported negative shift, greater than 10 °C, reported. 

 

Figure 3.7: Typical melting curves for IDH1-R132H with NADPH, plotting the fluorescence against melting 
temperature. Panel A shows a plot where the correct peak has been identified as the maximum. The red 
curve indicates the curve that is analysed by Boltzmann distribution, with the green line showing the 
calculated melting temperature. Panel B shows a curve where the high initial fluorescence does not allow 
identification of the correct peak. This results in either no reported melting temperature, or a very large (> 
10 oC) negative shift as the algorithm attempts to use the initial peak. Plots made in R168 
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To overcome this, I adapted the R script used for analysis to exclude data 

points below 40 °C, to exclude the initial peak. Even with this adaptation, the 

Boltzmann analysis was not always able to identify the correct peak. In these 

instances I used the Tm as calculated by the first derivative. The precision of 

the first derivative is limited by the thermocycler used, which only collects data 

at 0.5 °C temperature increments.  

3.2.3.2 Investigation of IDH1-R132H and SYPRO Orange concentrations 

I investigated four enzyme concentrations - 3 µM, 5 µM, 10 µM and 15 µM - 

and three SYPRO Orange concentrations – 5 X, 10 X and 15 X - to identify 

conditions that gave a sufficient signal (Figure 3.8). Fluorescence signal 

increased with protein concentration, with the largest increase between 5 µM 

and 10 µM; the increase was much smaller between 10 µM and 15 µM.  

 

Figure 3.8: Bar chart showing different fluorescent measurements obtained for different SYPRO Orange 
and IDH1-R132H concentrations. Plot made in GraphPad Prism. 
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Similarly, the fluorescence increased with increasing SYPRO Orange 

concentration, with the largest increase between 5 X and 10 X, and a smaller 

increase between 10 X and 15 X.  IDH1-R132H at 7 µM with 10 X SYPRO 

Orange was therefore selected for further thermal shift experiments as it gave a 

sufficient signal whilst limiting protein consumption. 

3.2.3.3 Investigating of NADPH, αKG and tool compounds binding to 

IDH1-R132H by TSA 

The addition of NADPH was required during fragment screening to favour the 

conformation in which the novel secondary site was predicted ligandable. It 

also blocked the co-factor binding site from fragment binding, although the 

known allosteric and substrate-binding sites were still accessible. I therefore 

investigated the concentration of NADPH to use during fragment screening. To 

identify a positive control compound to use in the screen, I also investigated the 

effects of the natural substrate and known tool compounds on the thermal 

stability of IDH1-R1132H in the presence of NADPH.  

In the absence of its co-factor, IDH1-R132H has a melting temperature of 50.4 

°C as measured by SYPRO Orange TSA. This is approximately 2.8 °C lower 

than measured using label-free TSA (Section 3.2.2), which is likely due to 

variations in how the melting curve is measured and the different fluorophore 

used. A dose-dependent increase in IDH1-R132H thermal stability was 

observed with increasing concentration of NADPH (Figure 3.9A). An NADPH 

concentration of 500 µM was used for further experiments.  
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Figure 3.9: Bar charts showing the change in melting temperature with increasing concentrations of 
NADPH (A) and αKG (B) as calculated by the first derivative. Graphs made in GraphPad Prism 

 

In contrast, increasing concentrations of αKG alone caused a small decrease in 

stability, with ΔTm = - 1.5 °C (Figure 3.9B). In the presence of NADPH, αKG 

showed little to no impact on the thermal stability of IDH1-R132H, and was 

therefore unsuitable as a positive control for fragment screening.  I therefore 

investigated commercially available IDH1-R132H tool compounds GSK-864158 

and AGI-5198169 (Figure 3.10).  GSK-864  (Figure 3.10A) selectively inhibits 

IDH1-R132H, with IC50 values of 15 nM and 466 nM against IDH1-R132H and 

IDH1-WT respectively, as determined using in vitro RapidFire Mass 

Spectrometry experiments measuring 2-HG production158.  It is αKG-

competitive, which was determined using a diaphorase/resazurin-based in vitro 

biochemical assay measuring resorufin production170. The binding site for this 

compound is unknown, although a crystal structure showing binding of a 

structurally similar molecule, GSK-321, to the known allosteric site is available 

(Figure 3.10B, C). Similarly, AGI-5198 (Figure 3.10D) is a selective, αKG-

competitive170 IDH1-R132H inhibitor with an IC50 value of 70 nM against IDH1-

R132H as measured using a diaphorase/resazurin-based in vitro biochemical 
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assay, with no measurable activity against IDH1-WT when tested using the 

same assay169. The binding site and binding mode for this compound is 

unknown. The thermal stabilisation of IDH1-R132H by GSK-864 and AGI-5198 

was investigated both in the presence and absence of NADPH (Figure 3.11).  

 

Figure 3.10: 2D structures of IDH1-R132H tool compounds GSK-864 (A) and structurally similar molecule 
GSK-321 (B). The binding mode of GSK-864 is unknown, but the GSK-321 has been shown to bind the 
known allosteric site, mainly through Hydrogen bonds with the protein backbone (C; PDB 5DE1). The 
binding mode for the second tool compound used, AGI-5198 (D), is also unknown.   

 

AGI-5198 was able to stabilise IDH1-R132H, with a ΔTm value of 2.5 °C without 

NADPH, and a ΔTm value 4 °C with NADPH. In contrast, GSK-864 was able to 

stabilise IDH1-R132H to a greater extent than AGI-5198, with ΔTm values of 9 
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°C in both the presence and absence of NADPH. As both GSK-864 and AGI-

5198 show consistent thermal stabilisation of IDH1-R132H in the presence of 

NADPH, these were selected for use as positive controls for the fragment 

screen. Conditions selected for fragment screening are shown in Table 3.2. 

 

 
 
Figure 3.11: Bar chart showing ΔTm  values for IDH1-R132H with tool compounds AGI-5198 (A) or GSK-
864 (B) in the presence and absence of NADPH as calculated by the first derivative. Graphs made in 
GraphPad Prism. 

 
 
 
 

3.2.3.4  Investigating of NADP+, isocitrate and tool compounds binding to 

IDH1-WT by TSA 

A SYPRO Orange thermal shift assay for IDH1-WT to investigate potential 

binding selectivity was also established. To enable this, I investigated substrate 

and co-factor binding for IDH1-WT. As buffer components can have a 

significant impact on thermal stability, I used the same assay conditions for the 

WT system as for the mutant system.  
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IDH1-WT was stabilised by both NADP+ and isocitrate, with maximum ΔTm 

values of 2.75 °C and 2 °C respectively (Figure 3.12). When isocitrate is 

incubated with IDH1-WT in the presence of NADP+, the measured thermal shift 

is 8.25 °C in comparison to IDH1-WT with NADP+ alone. Unlike IDH1-R132H, 

which is more stable with only co-factor present, IDH1-WT is more stable with 

both co-factor and substrate present. 

  

Figure 3.12: Bar chart showing ΔTm values for IDH1-WT with NADP+, isocitrate or with both NADP+ and 
isocitrate. Graphs made in GraphPad Prism. 

 

Whilst the two tool compounds, AGI-5198 and GSK-864, are selective for 

IDH1-R132H, GSK-864 is reported to show measurable activity against IDH1-

WT. I therefore investigated the ability of GSK-864 to stabilise IDH1-WT to use 

as a control in the thermal shift assay. Like IDH1-R132H, IDH1-WT was equally 

stabilised by GSK-854 in both the presence and the absence of co-factor, 

although to slightly less extent, with a ΔTm of 6 °C for WT in comparison to 9 °C 

for R132H (Figure 3.13). GSK-864 was therefore suitable for use as a control in 
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for counter-screening against IDH1-WT. Conditions selected for investigation of 

fragment binding specificity are shown in Table 3.2. 

 

 

Figure 3.13: Bar chart showing the increase in IDH1-WT melting temperature with increasing 
concentrations of tool compound GSK-864 in the presence and absence of NADP+, as calculated by the 
first derivative. Graphs made in GraphPad Prism. 

 

Protein	
Variant	 IDH1-R132H	 IDH1-WT	

Concentration	(μM)	 7	 10	

Co-factor	
Co-factor	 NADPH	 NADP+	

Concentration	(μM)	 500	 500	
AGI-5198	control	 Concentration	(μM)	 10	 -	
GSK-864	control		 Concentration	(μM)	 10	 10	
 

Table 3.2: assay conditions for thermal shift fragment screening. Final buffer was 75 mM HEPES pH 7.5, 
100 mM NaCl, 2% DMSO with 10X SYPRO Orange. Fragments were screened at 300 µM. 
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3.2.4 Establishing IDH1-R132H crystallographic conditions for 

fragment screening                                                      

 To establish crystallography, I initially investigated the conditions used to 

produce the structure in which the novel pocket was predicted to be 

ligandable130. Different buffers, Tris and BisTris, were reported in the PDB and 

the published paper. Both buffers were initially investigated, with 220 mM 

ammonium sulphate and a range of polyethylene glycol monomethylether 5000 

(PEG5000MME) as reported in the literature156.  

Initial crystallisation trials were carried out in 15-well EasyXstal plates, which 

use hanging drop vapour diffusion for crystallisation (Figure 3.14). IDH1-R132H 

was pre-incubated with NADPH to favour the inactive conformation in which the 

novel pocket was identified. Addition of NADPH also increases the protein 

stability as shown by TSA, which can improve crystal quality171. Crystals 

formed readily but were irregular in shape and poorly diffracting (Figure 3.15A). 

To slow the rate of vapour diffusion, the incubation temperature was reduced 

from 18 °C to 12 °C. This improved crystal morphology, but diffraction remained 

poor (Figure 3.15B). 

I then switched from the EasyXstal plates to 96-well SwissCi plates to test the 

effect of sitting drop vapour diffusion experiments (Figure 3.14) and reducing 

drop and reservoir volume. SwissCi plates are also compatible with the XChem 

crystallographic fragment-screening platform. The range of buffer conditions 

and drop ratios were the same as investigated in EasyXstal plates. The use of 

SwissCi plates resulted in improved crystal morphology, reproducibility and 

diffraction. 
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Figure 3.14: Hanging and sitting drop vapour diffusion setups. The difference in precipitant concentrations 
between the reservoir and the drop facilitates vapour diffusion. 

 

The range of buffer conditions and drop ratios were the same as investigated in 

EasyXstal plates. The use of SwissCi plates resulted in improved crystal 

morphology, reproducibility and diffraction. Crystals grown under these 

conditions were large, approximately 150 µm in length, cubic, but with an 

internal growth defect (Figure 3.15C). Despite this, the crystals were robust, 

and relatively easy to manipulate. They showed intolerance to glycerol cryo-

protection, but withstood transfer to perfluoropolyether cryo-oil, which allowed 

me to solve the first high resolution, in-house structure of IDH1-R132H (1.89 Å, 

Appendix 8.2.7).  

Although the IDH1-R132H crystallisation conditions yielded highly diffracting 

crystals, it showed limited reproducibility with approximately 50 crystals per 

plate. As crystallographic fragment screening requires approximately 1000 

crystals, I further optimised the system to increase the reproducibility. 
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Figure 3.15: Representative crystals from optimisation of IDH1-R132H (A-C) and IDH1-WT (D-F) crystal 
systems. A) Initial IDH1-R132H crystal hits under published conditions at 18 °C. B) Reducing incubation 
temperature improved crystal morphology but not diffraction. C) Movement to SwissCi plates with 
reduction of well and drop volumes improved morphology and diffraction. D) Initial crystal hit for IDH1-WT 
under published conditions at 4 °C. E) IDH1-WT crystal hit with 1/10 dilution of IDH1-R132H seeds. F) 
IDH1-WT crystal hit with 1/100 dilution of IDH1-R132H seeds. 
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Across the tested conditions, 100 mM Tris at pH 6.9 or pH 7.1 with 24% 

PEG5000MME were the most reliable, with the crystals grown at pH 7.1 

diffracting to slightly higher resolution than those grown at pH 6.9. Under these 

conditions, one plate yielded approximately 100 to 150 crystals showing the 

characteristic growth defect and diffracted to an average resolution of 2.5 Å. 

This condition varies slightly from that used for the first high-resolution structure 

and the average resolution is lower. However, for crystallographic fragment 

screening it was more important to have a reliable, reproducible system that 

consistently diffracts well, as opposed to a system that occasionally gives well 

diffracting crystals, but is less reproducible.  

I investigated additional approaches to improve crystal reproducibility and 

resolution further. Additives are commonly used to improve crystal quality172. 

These small molecules bind to the protein in solution and stabilise it, such that 

it can form more regular crystals. I screened 96 additives from the Hampton 

Research Solubility and Stability using SYPRO Orange TSA. Five molecules 

were identified stabilising IDH1-R132H (Figure 3.16), with Trimethylamine N-

oxide dehydrate (TMAO) inducing the largest ΔTm, of 3 °C. 

These five additives were repurchased and investigated at a range of 

concentrations between 1 mM and 250 mM, with 250 mM being the 

concentration recommended by suppliers. The lowest concentration tested 

yielded crystals that were morphologically similar and grew in similar buffer 

conditions to the previous crystals, and diffracted to similar resolution. Higher 

concentrations of additives caused precipitation under the buffer condition 

used. When the structures were solved, no additional density for the additive 
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was observed. In this system, inclusion of additive yielded no improvement in 

either crystal quality or reproducibility. 

 

Figure 3.16: Bar chart showing the ΔTm of IDH1-R132H with NADPH induced by hits from the Hampton 
Research Solubility and Stability screen in comparison to IDH1-R132H with NADPH alone, as calculated 
by the first derivative. Graphs made in GraphPad Prism. 

 

In addition, I investigated the effect of drop ratio on crystal quality.  The drop 

ratio was increased from the one-to-one ratio of protein to crystallisation buffer, 

to a two-to-one ratio. These conditions yielded large, cubic crystals that lacked 

the characteristic growth defect, and also diffracted strongly. Due to the lack of 

defect they were more robust, easier to handle, and easier to cryo-protect. 

However, co-factor crystals of almost identical morphology were found growing 

in the same wells. The similarity in morphology made specific selection of the 

protein crystals impossible - of the ten crystals tested, five were found to be co-

factor crystals. In order to prevent the growth of co-factor crystals under these 

conditions, I reduced the concentration of NADPH added to protein during pre-
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ratio was therefore considered to be unsuitable for crystallographic fragment 

screening.  

Finally I investigated seeding with IDH1-R132H crystals, but found while this 

increased the number of crystals forming per well, it did not improve crystal 

reproducibility or diffracting resolution. Although none of the conditions 

investigated further improved the crystal system, I was able to routinely grow 

100 to 150 crystals per plate, which would routinely diffract to 2.5 Å and were 

tolerant to 10% DMSO for up to one hour. The system was deemed to be 

sufficiently reproducible for fragment screening.   

3.2.5 Establishing IDH1-WT crystallographic conditions 

The original computational analysis did not predict the pocket to be ligandable 

IDH1-WT. This was based on a single structure at 2.7 Å, with side chains 

observed out of density around the pocket and may therefore not be reliable. I 

therefore wished to re-assess the ligandability of the pocket in IDH1-WT in an 

in-house structure, and established IDH1-WT crystallography to achieve this.  

Initial trials of IDH1-WT crystallisation also followed the published conditions, 

but this yielded irregular, poorly diffracting crystals (Figure 3.15D). Therefore, I 

investigated similar approaches that helped yield high-resolution crystals in the 

IDH1-R132H system, including using SwissCi plates and screening a wider 

range of buffers. However, this failed to improve both crystal morphology and 

diffraction. 

Following this, I investigated seeding with IDH1-R132H in SwissCi plates. Both 

the 1/10 and 1/100 dilutions of IDH1-R132H seeds yielded crystals in the same 
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crystallisation buffer that yielded the high-resolution IDH1-R132H crystals 

(Figure 3.15E and F respectively). The 1/100 dilution produced slightly larger 

crystals that were easier to manipulate and withstood transfer to oil for 

cryoprotection. This system yielded the first in-house, high-resolution, in-house 

IDH1-WT structure (1.85 Å, Appendix 8.2.7). Full experimental details can be 

found in Chapter 7.2.6.  

3.2.6 IDH1 structures 

Both the IDH1-WT and IDH1-R132H formed crystals with one functional 

homodimer per asymmetric unit (Figure 3.17A). The unit cell and cell 

parameters for both IDH1-WT and IDH1-R132H are the same as reported in 

the literature.  The overall structures are highly similar to those published and 

to each other. Clear density is observed for cofactor NADP+/H in both 

structures (Figure 3.17B), although the resolution is not sufficient to distinguish 

between the different ring puckers of the oxidised and reduced forms of 

NADPH. 

In the IDH1-R132H structure, the density at position 132 indicates a histidine 

residue in two conformations (Figure 3.17C). The density at the same position 

in the IDH1-WT structure corresponds to part of an arginine residue, with 

density for the terminal amine groups missing (Figure 3.17D). In the inactive 

conformation, Arg132 makes no stabilising interactions and is therefore highly 

flexible, leading to weaker electron density for the end of the side chain. This 

confirms that the mutagenesis was successful and that the variants are as 

expected.  
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Figure 3.17: Structures of IDH1-R132H and IDH1-WT. A) Overall structure of IDH1-R132H homodimer. B) 
mFo - DFc density contoured at  3.5 σ, showing density for NADP+/H, representative of both IDH1-R132H 
and IDH1-WT. C) 2mFo – DFc map contoured at 0.8 σ, showing electron density at position 132 in IDH1-
R132H. D) 2mFo – DFc map contoured at 0.8 σ, showing electron density at position 132 in IDH1-WT. 
Figures made in Pymol173 

 

3.2.7  Confirming pocket ligandability 

I assessed the ligandability of the high-resolution, in-house structure of IDH1-

R132H in order to confirm that the novel secondary site is predicted to be 

ligandable. The presence of the secondary site was confirmed by the 

computational analysis, but was not initially predicted to be ligandable (Figure 

3.18A). Despite being at higher resolution, no electron density was associated 

with the side chain of Lys345, and I was unable to model it. Density was 

observed for Lys345 in the published structure and the whole residue is 

modelled, forming the border of the pocket. Without Lys345, the pocket is not 

completely formed, leading to the loss of ligandability. Modelling of Lys345 
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rotamers in the in-house structure rescues pocket ligandability (Figure 3.18B), 

showing the importance of residue completes on the ligandability assessment.  

 

Figure 3.18: Confirmation of ligandability in the novel secondary site in in-house IDH1-R132H structures. 
A) In house structure IDH1-R132H showing the predicted secondary site. B) Lys345 rotamers modelled in 
to assess ligandability. Figures made in Chimera65. 

 

Similarly, the ligandability of the IDH1-WT structure was re-assessed using the 

high-resolution in-house structure. In the published structure, the secondary 

site was identified but not predicted ligandable. In the new structure, the pocket 

was predicted to be ligandable. Small changes in the backbone and side chain 

orientation changed how the edges of pocket are defined and subsequently the 

calculated enclosure for this pocket. This may be due to the increased 

resolution of the in-house structure in comparison to the published structure, or 

the use of the different crystallisation conditions and IDH1-R132H seeds. The 

predictions show the sensitivity of the predictor to both protein mobility and 

model completeness, as discussed in Chapter 6.2.1. Following fragment 

screening against IDH1-R132H, I also investigated fragment hits for their effect 

on IDH1-WT to investigate whether this ligandability prediction is correct.   
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3.3 Conclusions 

The chapter describes the enabling technologies established in order to carry 

out a fragment screening campaign against IDH1-R132H. IDH1-WT and IDH1-

R132H constructs were cloned, and the variants expressed with high yields 

and were purified to greater than 95% purity. IDH1-WT and IDH1-R132H were 

characterised using label-free thermal shift assays, confirming their ability to 

bind co-factor and therefore their suitability for use in assays and 

crystallography. I established conditions for two fragment screening 

approaches - a SYPRO Orange thermal shift assay, and reproducible crystal 

systems for both IDH1-R132H and IDH1-WT with the aim of completing a 

crystallographic fragment screen against IDH1-R132H. I solved high-resolution 

structures of both IDH1-R132H and IDH1-WT, and computationally confirmed 

the ligandability of the novel pocket in these structures. Fragment screening 

against IDH1-R132H was therefore considered to be feasible.  
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Chapter 4: Fragment screening to investigate the 

ligandability of the novel secondary site in IDH1-

R132H 

4.1 Introduction  

I used two fragment-screening approaches to investigate the ligandability of the 

novel pocket - SYPRO Orange TSA and crystallographic fragment screening. 

TSA has previously been described for in the literature156, and is also rapid to 

establish and relatively high-throughput. Crystallographic fragment screening is 

highly sensitive to weak binders and immediately elucidates the binding mode, 

but requires significantly more protein, is more challenging to establish and 

analysis is more complex.  

 

Figure 4.1: Overview of the fragment-screening cascade to identify hit matter binding to the novel 
secondary site. 

 

This chapter describes the TSA and crystallographic fragment screens (Figure 

4.1). In both systems, NADPH was added in order to favour the inactive 

conformation in which the novel pocket was predicted to be ligandable, and 

block the primary site. I discuss the results from the two screens in 
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combination, including the emergence of conserved binding modes for the 

identified fragments and remodelling of the novel pocket.  

4.2  Fragment screen by TSA  

The SYPRO Orange TSA fragment screen was carried out as shown in Figure 

4.2. Both the ICR’s and the 3D Fragment Consortium174 libraries, 2595 

fragment in total, were screened at 300 µM against IDH1-R132H in the 

presence of 500 µM NADPH (Figure 4.2). The conditions used for fragments 

screening are shown in Table 3.2.  

 

Figure 4.2: Overview of the thermal shift fragment screening cascade to identify hit matter targeting the 
novel secondary site and investigate selectivity between different conformations of IDH1-R132H. 

 

In the screen, the mean melting temperature for IDH1-R132H was found to be 

56.75 °C ± 0.5 °C. Fragments with a ΔTm values greater than 1.5 standard 

deviations above the mean (ΔTm ≥ 0.86 °C) were selected as primary hits. This 

threshold was chosen to be inclusive, but above the variation seen in the 

baseline measurements. In addition, curves were manually inspected to identify 
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datasets where the Boltzmann analysis failed (see Chapter 3.2.3.1). For these 

datasets, fragments with ΔTm ≥ 0.9 °C as calculated by the first derivative were 

included. This yielded 170 primary fragment hits (Figure 4.3).  

 

Figure 4.3: Scatter plot showing ΔTm of all 2595 fragments screened against IDH1-R132H, with the 170 
fragments identified as hits with a ΔTm ≥ 1.5 standard deviations above the mean (ΔTm ≥ 0.86oC; blue). 
These were taken forwards into a three-point dose response. Plot made in R168 with ggplot2147 

 

The primary hits were retested at three concentrations, 150 µM, 300 µM and 

450 µM, against IDH1-R132H with NADPH. Of the 170 primary hits, 20 showed 

either a concentration-dependent increase in ΔTm across the three 

concentration points measured, or maintained the same stabilisation across the 

three concentrations tested (Table 4.1). 
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Boltzmann ΔTm 1st Derivative ΔTm Boltzmann ΔTm 1st Derivative ΔTm

150 0.18 0.08 -1.39 0.50

300 1.05 0.58 0.87 1.00

450 - 1.08 0.00 44*

150 0.19 0.08 0.00 1.00

300 -0.39 0.08 0.00 1.50

450 -0.01 0.58 4.07* 0.50

150 0.71 1.00 0.00 0.50

300 1.36 1.50 -2.05 1.00

450 1.40 1.50 -1.52 1.00

150 - 0.50 0.00 0.50

300 - 1.00 -0.76 0.50

450 - 1.00 0.00 0.50

150 -0.02 0 -0.78 0.00

300 0.09 0.5 0.71 0.50

450 - 0.5 2.04 0.50

150 0.26 0.50 0.78 0.00

300 -0.03 0.50 -2.05 0.00

450 0.13 0.50 0.00 21.5*

150 - 37.5* 0.00 0.50

300 0.68 1 0.00 0.50

450 0.53 1 0.00 0.50

150 -0.08 0 -1.43 0.00

300 0.23 0.5 -0.34 0.50

450 0.30 0.5 -1.13 0.00

150 -0.08 0 0.00 0.00

300 0.23 0.5 0.00 0.00

450 0.30 0.5 -1.13 0.00

150 -0.30 0.5 0.00 -17.5*

300 - 38.5* 0.00 44*

450 -0.04 1 -0.75 0.00

150 1.04 1 1.21 0.50

300 2.25 1.5 2.69 0.50

450 3.19 1.5 6.54* 0.50

150 0.84 1 0.00 0.50

300 0.58 1 0.00 0.50

450 0.96 1.5 0.00 0.50

CCT240772

CCT242635

CCT242645°

CCT240509

CCT240768

CCT240771

CCT239559

CCT239686

CCT240016°
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CCT202357

CCT239544
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Table 4.1: Thermal shift dose response for the 20 fragments identified as hits. Most fragments induced a 
greater shift in the IDH1-R132H+NADPH system than in either the absence of NADPH, or in the IDH1-WT 
system. Thermal shifts as calculated by both the Boltzmann distribution and the first derivative are 
reported. Unreported values indicates failure of the Boltzmann analysis to report a melting temperature 

* indicates either selection of the incorrect peak by the Boltzmann, or the protein precipitating out of 
solution leading to flat curves, resulting in large (>10oC) shifts.  

o indicates a fragment that could not be repurchased. 

 

These 20 fragments were also screened against IDH1-R132H in the absence 

of NADPH. Under these conditions, only CCT175011, CCT240509 and 

CCT242650 stabilised IDH1-WT (Table 4.1); most fragments gave a little to no 

shift, indicating that they may bind in to a pocket only present with the co-

factor.  

Boltzmann ΔTm Derived ΔTm Boltzmann ΔTm Derived ΔTm

150 1.04 1 0.00 -0.50

300 1.61 1 15.30* -0.50

450 1.65 1 0.10 0.00

150 0.55 0.5 0.00 1.00

300 2.30 2.5 0.00 2.00

450 0.57 0.5 0.00 0.50

150 0.28 1 -0.98 0.00

300 0.33 1 1.29 0.50

450 0.50 1 0.00 0.50

150 0.20 0.5 -3.43 -1.00

300 0.46 1 -1.43 0.00

450 3.64 1.5 -1.18 0.00

150 -0.48 0.50 0.00 0.00

300 0.08 0.50 -1.08 0.00

450 0.58 0.50 -25.63* -0.50

150 0.57 1 -0.83 0.00

300 0.66 1 -0.48 0.00

450 0.66 1 -51.60* -26.5*

150 1.33 1.5 0.42 0.50

300 1.72 1.5 0.94 0.50

450 1.47 1.5 5.61* 1.00

150 0.13 0.5 -1.75 0.00

300 0.19 0.5 -1.31 0.00

450 0.46 0.5 -1.45 0.00

CCT243079°

CCT289127

CCT242759

CCT242817

CCT243076°

CCT242649

CCT242650

CCT242722°

Fragment ID Structure Concentration (µM)
IDH1-R132H + NADPH IDH1-R132H - NADPH
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Table 4.2: fragments that showed stabilisation of IDH1-WT with NADP+. 

 

The 20 confirmed fragment hits were also tested against IDH1-WT with NADP+. 

Only three of the fragments caused a measurable ΔTm in this system (Table 

4.2). This may indicate that the 17 fragments that did not affect IDH1-WT are 

selective for IDH1-R132H, or that the IDH1-WT system is less sensitive to 

weakly binding fragments. Of the 20 confirmed fragments, 15 were available for 

re-purchase as indicated in Table 4.1, and taken forwards for crystallographic 

studies. 

 

4.2.1 Binding Site elucidation  

In order to elucidate their binding sites, fragments were directly soaked at into 

IDH1-R132H crystals. Fragment stocks were made at 500mM, and added to 

drops with a final concentration of 50 mM fragment with 10% DMSO, which is 

in the range of concentrations commonly used for fragment screening106, 175. 

Several crystals were soaked and fished for each fragment, and 44 datasets 

from individual crystal soaking experiments were collected at the Diamond 

Light Source (DLS). Structures were solved by molecular replacement using 

Boltzmann ΔTm 1st Derivative ΔTm

150 0.33 0.17

300 0.78 0.67

450 1.13 0.67

150 0.31 0.67

300 0.37 0.17

450 0.34 0.67

150 0.34 0.17

300 0.60 0.17

450 0.80 0.67

CCT242650

CCT240509

CCT175011

Fragment ID Structure Concentration (µM)
IDH1-WT + NADP+
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my in-house IDH1-R132H structure as a search model, followed by a round of 

refinement with Buster176. Manual corrections were made to the structure 

before a second round of refinement, after which the electron density was 

inspected to identify fragment hits. The datasets were also analysed by 

PanDDA where possible, to identify fragments binding with low occupancy or 

high mobility. Of the 15 fragments soaked, five yielded fragment-bound crystal 

structures. Pleasingly, all of these fragments were identifying binding into the 

novel secondary site. The binding modes are described alongside the 

crystallographic fragment hits later in this chapter (Chapter 4.4).  

4.3 Crystallographic fragment screening  

4.3.1 Fragment soaking and data collection 

The experiment was run across three visits to DLS, with the help of Dr Yann-

Vaï Le Bihan (ICR), Dr Matthew Rodrigues (ICR) and Dr Alice Douangamath 

(DLS). The Diamond-SGC-iNEXT Poised (DSiP) library of 768 fragments at 

500 mM was soaked into IDH1-R132H crystals. Final soaking conditions were 

50 mM fragment with 10% DMSO, which is in line with the conditions from the 

manual soaking of TSA fragment hits. Plates were incubated for one hour at 

room temperature before harvesting. Although perfluoropolyether had been 

previously used as a cryo-protectant, this cryo-oil was too viscous to be 

acoustically dispensed by the ECHO instrument and was therefore not usable 

for these experiments. While other ECHO-compatible cryo-protectants such as 

Ethylene glycol (MEG) were investigated, I found that 10% DMSO alone was 

sufficient for robust cryo-protection of the crystals.  
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Of the 768 fragments investigated, ten caused crystals to melt. In total, 910 

datasets were collected, including 39 datasets soaked with DMSO only, and 

103 soaked with fragment hits from TSA.  

Data was automatically processed on the DLS servers, and imported into 

XChem-Explorer (XCE). The ‘best’ auto-processing result was selected by XCE 

based on considerations such as the resolution, completeness, Rmerge and 

Mn<I/sig(I)>. Although the space group, P43212, was pre-specified during set 

up, the auto-processing often found the incorrect enantiomorphic space group 

and processed the data in P41212. This does not cause the molecular 

replacement to fail, but gives lower quality results due to poorly assigned 

systematic absences causing low completeness. Where possible, the 

processing with the correct space group was manually selected, but was not 

always available. Following processing, the structures were then solved within 

XCE by molecular replacement using the DIMPLE software. The initial search 

model was based on multiple high-resolution, in-house IDH1-R132H structures. 

As well as the protein and co-factor, conserved water and buffer molecules 

were also retained to give the best initial electron density maps possible. 

Simultaneously, the ligand restraint files for the soaked fragments are 

generated using Grade176, 177, or aceDRG178 where Grade failed. Finally, the 

output from molecular replacement was used for PanDDA analysis, which was 

run from within XCE.  
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4.3.2 Ground state map optimisation 

The ground state map that PanDDA builds is an average of all of the 2mFo – 

DFc electron density maps that are used to calculate it (Chapter 3.1.2.1). In 

regions where protein shows less mobility and a single conformer, the ground 

state map is very clear, but the density becomes highly blurred where 

differences between the datasets are observed. In order to calculate the 

cleanest ground state map, the individual datasets should show little structural 

variation. I therefore used an initial PanDDA after each visit to identify which 

datasets deviated from the ground state and should be excluded from future 

iterations of ground state map calculation. Datasets at low resolution (> 3 Å) 

were also excluded as they could have a negative impact on the quality of the 

ground state map. 

The majority of datasets showed IDH1-R132H in the same conformer as the 

model used for molecular replacement, with two recurrent deviations that were 

not mutually exclusive. The first deviation was the movement of a loop at the 

edge of the novel secondary site, residues 110-126, which is observed in two 

discrete conformations (Section 4.4.4). Approximately 3% of the datasets 

collected showed this loop in a different conformation from the molecular 

replacement model, with occupancies varying between 10 and 100%. These 

datasets were removed from ground state analysis as it represented a large 

deviation from the ground state.  

The second recurrent deviation was the movement between the dimers, and 

between the domains within the dimer. Whilst the majority of the monomer 

aligns well, the clasp domain adopts a range of conformations between two 
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extremes (Figure 4.4). This results in significant deviation from the ground state 

at multiple sites, resulting in a large number of false positive events identified 

by PanDDA.  

 

Figure 4.4: Overlay of IDH1-R132H chain A from two different structures (monomer shown for simplicity). 
Whilst the majority of the structure overlays well, the clasp domain shows variation between the 
structures, which is sufficient to be identified as an event during PanDDA analysis, and also acts to blur 
the ground state map in this region. Figure made in Chimera65. 

 

Once a clean ground state map was generated by discarding datasets that 

showed significant deviation, I corrected the original molecular replacement 

model to improve the fit to the ground state map. Re-solving the structures 

using this improved model and re-running PanDDA can further improve the 

initial electron density and ground state maps, and therefore improves event 

detection and cleaner density in PanDDA maps. Whilst theoretically each round 

will continuously improve initial electron density maps and the subsequent Z-

maps and PanDDA maps, like during normal crystallographic refinement, the 

initial model used for molecular replacement fitted the ground state map well, 
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and did not require extensive correction. Given this, the molecular replacement 

model was only corrected once against the optimised ground state.  

The generation of this cleaner ground state map allowed identification of 

additional events that would have otherwise been missed. For example, no 

event was identified when dataset IDH1-x0056 was initially analysed, but was 

when the data was reanalysed with an optimised ground state (Figure 4.13A), 

allowing for identification of CCT370982 as an XChem fragment hit. 

4.3.3  Summary of results 

After optimisation of the ground state and the MR model as described above, a 

final PanDDA analysis identified 1536 events in the 801 datasets retained for 

characterisation (Figure 4.5). Whilst 910 datasets had been collected, some 

were excluded as they were known to be apo, or were rejected due to too low 

resolution (> 3.5 Å), incorrect space group assignment or molecular 

replacement failure (initial Rwork > 40%). For the latter two, attempts were made 

to change the auto-processing result so that they could be included. However, 

in the majority of cases, these two features were symptomatic of poor quality, 

low-resolution data.  

Each of the identified events was manually inspected. The majority were due 

the variations in clasp conformation or monomer movement as described 

previously, as well as changes in the co-factor occupancy that were also 

recognised as events. Events where the density matched the shape of the 

soaked fragment were modelled and refined once with Refmac5. Fragments 
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that remained clear following the refinement and were supported by PanDDA 

statistics (Chapter 3.1.2.1) were exported for further refinement with Buster. 

 

Figure 4.5: Summary of sites identified by the PanDDA analysis, as generated by the PanDDA program. 
Many of the identified sites are due to clasp movement as described earlier; in addition, differences in co-
factor occupancy were also identified as events. 

 

In total, 14 fragments from the DSiP library were identified binding specifically 

to the novel site, showing that this secondary site is ligandable. In addition, five 

fragments were identified binding into the known allosteric site (Appendix 

8.2.8.2). This shows that the crystal system is amenable to fragments binding 

to both sites, but fragments were preferentially and specifically bound to the 

novel site. 

4.3.4 Thermal shift assays to support the presence of fragments 

identified by crystallographic fragment screening  

 Fragments identified through crystallographic fragment screening were also 

investigated by SYPRO Orange TSA. Fragments identified through XChem 

were therefore tested at 500 µM, 1mM and 2mM (Table 4.3) to reflect the 

higher fragment concentration used during screening.  
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Table 4.3: Thermal shift values for fragments identified as XChem hits. There doesn't appear to be a 
correlation between the extent of the shift with either the binding mode or the estimated occupancy 

 

Of the 14 tested fragments, only CCT370970 and CCT154567 showed 

significant stabilisation of IDH1-R132H, while the other fragments showed little 

to no affect on the thermal stability of IDH1-R132H. There did not appear to be 

a correlation between estimated occupancy and measured thermal shift. Some 

XChem fragments that showed clear electron density, such as CCT370974, did 

not give a measurable shift. This reflects the sensitivity of crystallographic 

fragment screening to weakly binding fragments, and yields more hit matter in 

comparison to other techniques such as TSA. 

 

 

 

XChem fragment hits - novel pocket binding 

Fragment Binding mode 
ΔTm (1st derivative) °C 

1-BDC 
0.5mM 1mM 2mM 

CCT370971 Benzoimdazole 0 0 0 0.37 
CCT370970 Benzoimdazole 0 0.5 0.5 0.45 
CCT370974 Loop move 0 0 0 0.38 
CCT370982 Loop move 0 0 0 0.46 
CCT370980 Loop move 0 0 0 0.4 
CCT370978 Loop move 0.07 0.09 0.18 0.44 
CCT370979 Loop move 0 -0.5 -0.5 0.42 
CCT370977 Loop move 0 0 0 0.46 
CCT370973 Singlet 0 0 0 0.31 
CCT371095 Singlet 0.02 0.03 0.18 0.34 
CCT371098 Trp205-stack 0 0 0 0.42 
CCT154567 Trp205-stack 0 0 0.5 0.55 
CCT373604 Trp205-stack 0 0 0 0.51 
CCT372954 Trp205-stack 0 0 0 0.54 
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4.4 Overview of fragment hits from both fragment screens 

Across the two fragment screens, 19 fragments were found to bind specifically 

to the novel secondary site (Table 4.3, Figure 4.6). Fragments were identified 

binding across the breadth of the pocket, with 11 showing clear electron 

density in normal 2mFo – DFc maps. These structures were prioritised for 

refinement. The remaining eight fragments showed weak or ambiguous density 

and were de-prioritised for refinement.  

 

Figure 4.6: Overlay of the 19 fragments identified binding into the novel secondary site by thermal shift 
and crystallographic fragment screening. Fragments bind to the novel pocket with varying binding modes, 
across the width of the pocket. Figure made in Chimera65 
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Compound Structure RSCC Occupancy	 Binding	Mode Screen Refined

CCT370970 0.85 1 Glu361	stacking XChem Yes

CCT370971 0.70 1 Glu361	stacking XChem Yes

CCT154567 0.85 1 Trp205	stacking XChem Yes

CCT242817 0.80 1 Trp205	stacking TSA Yes

CCT371098 0.70 1 Trp205	stacking XChem Yes

CCT372954 0.74 1 Trp205	stacking XChem Yes

CCT373604 0.70 1 Trp205	stacking XChem Yes

CCT239544 0.78 0.79
Loop	

remodelling TSA Yes

CCT239686 0.83 0.86
Loop	

remodelling TSA Yes

CCT242635 0.79 1
Loop	

remodelling TSA Yes

CCT370974 0.85 0.86
Loop	

remodelling XChem Yes
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Table 4.4: Overview of fragment screening hits identified binding to the novel secondary site, their binding 
mode and screening technology through which they were identified. Refinement statistics for the eleven 
fully refined structures can be found in Appendix 9.X; the remaining eight structures showed low fragment 
occupancy and were deprioritised. 

 

 

 

 

 

Compound Structure RSCC Occupancy	 Binding	Mode Screen Refined

CCT370974 - - Singlet XChem No

CCT371095 - - Singlet XChem No

CCT240772 - -
Loop	

remodelling TSA No

CCT370972 - -
Loop	

remodelling XChem No

CCT370978 - -
Loop	

remodelling XChem No

CCT370979 - -
Loop	

remodelling XChem No

CCT370980 - -
Loop	

remodelling XChem No

CCT370982 - -
Loop	

remodelling XChem No
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4.4.1 Non-conserved binding modes: CCT371095 and CCT370874 

PanDDA identified two maps showing deviation from the ground state next to 

Arg338 (Figure 4.7, left). The PanDDA maps allowed both fragments to be 

modelled, and the calculated RSCC following one round of refinement supports 

the presence of the fragment, although the RSZO/OCC is low (Appendix 

8.2.8.1). Normal 2mFo – DFc maps also show density next to Arg338 that 

overlaps with that observed in PanDDA, but does not allow clear modelling of 

these fragments (Figure 4.7, right). Due to this, these structures have not been 

fully refined.  

 

Figure 4.7: Comparison of PanDDA and normal maps for fragments CCT370974 and CCT371095. A) 
PanDDA event and Z maps for CCT370974; B) 2mFo – DFc maps for CCT370974. C PanDDA event and 
Z maps for CCT371095; D) 2mFo – DFc maps for CCT371095. Figures made in Pymol173. 
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4.4.2 Benzoimidazole series 

Two structurally similar fragments from XChem, CCT370970 and CCT370971, 

were identified binding into the novel secondary site.  The PanDDA maps show 

clear deviation from the ground state (Figure 4.8A, C), with the statistics 

reported from the initial round of refinement supporting the presence of the 

fragments (Appendix 8.2.8.1) The statistics in combination with the electron 

density maps supports the presence of these fragments identified by PanDDA. 

  

Figure 4.8: Comparison of PanDDA and 2mFo – DFc maps for the two structurally similar fragments 
identified through XChem crystallographic screening. PanDDA maps for both CCT370970 (A) and 
CCT370971 (C) show clear deviation from the ground state. Normal 2mFo – DFc maps show weaker 
density in the same location (B, D), which allows the fragments to be modelled with 100% occupancy but 
high mobility. Figures made in Pymol173. 
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Density matching the fragment shape and overlapping well with the PanDDA 

maps can also be seen in 2mFo – DFc maps (Figure 4.8B, D). Occupancy 

refinement supports modelling of these fragments with 100% occupancies, but 

with twofold higher B-factor values than the global structure. This is likely due 

to the sub-optimal interactions these fragments make with the surrounding 

protein. 

In both fragment-bound structures, the benzoimidazole group stack on top of 

the side chain of Glu361 of chain B, with the phenol and furan moieties forming 

an internal H-bond with the benzoimidazole. The fragments are not seen 

binding to the pocket in chain A as the side chain of Glu361 has rotated to 

stack on top of the backbone of the symmetry-related molecule, which would 

prevent the benzoimidazole forming this interaction. In addition, the fragments 

would clash extensively with the symmetry-related molecule. In solution, they 

could be expected to bind to both chains. 

4.4.3 Fragments binding to Trp205  

A total of five fragments from both screens were identified binding to the novel 

pocket through an edge-face π-stack between a phenyl group common to 

these fragments and the side chain of Trp205. The density for the groups 

involved in this interaction is strong in both PanDDA and normal 2mFo – DFc 

maps with 100% occupancy. The other parts of these ligands, however, are 

more flexible. For CCT242817, which was identified by TSA, the density for the 

terminal furan is too weak to model this part of the fragment (Figure 4.9), 

although mass spectrometry shows that the fragment is intact (Appendix 8.2.6).  
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Figure 4.9: Thermal shift hit CCT242817 was identified binding to the novel pocket through an edge-face 
pi-stack on Trp205. A) 2mFo – DFc map contoured at σ = 0.8. C) Residues forming the CCT242817 
binding site. The density for the fluorophenyl-piperazine group is strong. The methyl-furoyl group cannot 
be modelled, as the electron density for this region is weak. Figure made in Chimera65 

 

Although CCT242817 does not make direct contacts with Arg338 or Glu110, 

the salt bridge between the two residues is broken. Arg338 rotates such that it 

faces the solvent and interacts solely with the side chain of Glu360. The side 

chain of Glu110 can no longer be modelled due to lack of electron density.  

For the four fragments identified through crystallographic fragment screening, 

PanDDA maps showed clear deviation from the ground state and clear electron 

density in 2mFo – DFc maps (Figure 4.10). These fragments share a phenyl 

group, which stacks on the side chain of Trp205 in the same way as 

CCT242817. The remaining groups are more flexible and adopt different 

conformations. For the structures of IDH1-R132H and CCT371098, and IDH1-

R132H and CCT373604, the fragment can be modelled in two conformations, 

further indicating flexibility (Figure 4.10A, C).   
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Figure 4.10: Comparison of PanDDA and 2mFo - DFc maps for Trp205-stacking fragments identified 
through XChem crystallographic fragment screening. A) CCT371098; B) CCT154567; C) CCT373604; D) 
CCT372954. PanDDA maps are contoured at σ = 1-BDC (absolute). Figures made in Pymol173. 
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In the structures with CCT242817, CCT371098 or CCT373604, fragment 

density is only observed in chain A. For the remaining two fragment-bound 

structures, with CCT154567 or CCT372954, density corresponding to the 

fragment can be observed in both chains. This indicates that fragments could 

be expected to bind to both chains in solution.   

Fragment binding to the novel secondary site through an edge-face π-stack on 

Trp205 causes significant destabilisation of the pocket-forming loop, residues 

110-126. This is seen as weaker density for this region. In the CCT242817-

bound structure, residues 112, 113, 120-123 cannot be placed due to lack of 

density. It is also highlighted by an increase in the B-factor for this region in 

comparison to the structure as a whole. The average B-factor for this loop is 

1.06 times the global average in the fragment-free IDH1-R132H structure, but 

1.60 times the global average in the CCT242817-bound structure. The 

structural rationale behind this destabilisation is unclear, but is discussed 

further in Chapter 5.5. 

4.4.4 Fragments binding with re-organisation of the pocket-forming 

loop 

From the two fragment screening techniques, ten fragments were identified 

fragments binding to the novel pocket with significant reorganisation of the 

pocket-forming loop, residues 110-126 (Table 4.4). In the IDH1-R132H-NADPH 

structure, a salt bridge between Arg338 and Glu110 stabilise the pocket, with a 

hydrophobic interaction between Ile112 and Phe334 stabilising the pocket-

forming loop. The side chain of Arg119 also forms an extensive hydrogen-

bonding network to stabilise the β-turn in this loop (Figure 4.11A). 
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In the fragment-bound conformation, the interaction between Arg338 and 

Glu110 is broken, and the side chain of Arg338 rotates to face the solvent as 

was also observed in the structures of Trp205-stacking fragments. The 

interaction between Ile112 and Phe334 is also broken, allowing movement of 

the pocket-forming loop to adopt a novel α-helical conformation that has not 

previously been reported for IDH1 (Figure 4.11B).  

 

Figure 4.11: Fragments can bind in the space occupied by Ile112 and induce remodelling of the pocket-
forming loop. A) The novel pocket predicted ligandable in IDH1-R132H, with the pocket forming-loop  
(residues 110-126) in cyan. Key stabilising interactions include a hydrophobic interaction between Phe334 
and Ile112, as well as an extensive hydrogen-bonding network involving the side chain of Arg119 and the 
backbone carbonyls of multiple residues. B) Rotation of 90o relative to panel A; the normal loop conformer 
in shown in cyan. Fragment binding results in displacement of the loop to adopt a novel α-helical 
conformation shown in grey. C) 2mFo – DFc map (σ = 0.8) of the pocket-forming loop in the normal 
conformation in the same orientation as panel A. D) Omit map contoured at σ = 3 showing adoption of the 
novel α-helix with the fragment binding, in this case with CCT240772 (Figure 4.13D). Figures made in 
Chimera65 and Pymol173. 
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This loop movement was only observed in chain A. In chain B, adoption of the 

new helical conformation would lead to a steric clash between the side chain of 

Trp124 with the side chain of Pro149 and the backbone carbonyl of Glu174 in 

the symmetry-related molecule. The crystal packing therefore prevents 

adoption of the novel α-helix in chain B. In solution, it could be expected that 

the fragments would bind to both chains. Within the remodelled pocket, all 

fragments bind through a hydrophobic interaction with Phe334 in the space 

previously occupied by Ile112 (Figure 4.12, Figure 4.13, Figure 4.14A-C), 

except for thermal shift hit CCT242635 (Figure 4.14D).  

 

Figure 4.12: Fragments binding with remodelling of the pocket-forming loop that is too low occupancy to 
be seen in normal 2mFo – DFc maps. Both CCT370980 (A) and CCT370978 (B) were identified as 
XChem hits.  Figures made in Pymol173. 



 128 

 

For two of the identified fragments binding with re-organisation of the pocket-

forming loop, CCT370978 and CCT370980, the occupancy was too low to 

observe the loop movement or fragment binding in normal 2mFo – DFc maps. 

The PanDDA maps show clear deviation from the ground state as negative 

density where the normal loop is no longer observed (red mesh, Figure 4.12, 

left) and positive density corresponding to the new helix and the fragment 

(green mesh, Figure 4.12, left). However, the normal 2mFo – DFc maps shows 

the loop in the normal conformation (Figure 4.12, right). PanDDA statistics 

(Appendix 8.2.8.1) and maps supported the modelling of these fragments. For 

CCT370978, additional density that cannot be explained by the isoleucine side 

chain is observed in the normal maps, which further supports the presence of 

this fragment.  

A further four fragments, CCT370982, CCT370979, CCT370972 and 

CCT240772, were identified with clear movement of the pocket-forming loop in 

PanDDA maps. CCT370982, CCT370979 and CCT370972 (Figure 4.13A-C) 

occupy the space normally taken by Ile112. The loss of the pocket-forming loop 

is identified as a very strong event, but the fragment overlaps and density 

therefore seems to be obscured (see Chapter 6.2.5 for a further discussion of 

this). In contrast, CCT240772 binds by Lys203 and Arg338, further from the 

remodelled loop. Clear deviation from the ground state can be observed for 

both the loop movement and the fragment-binding event (Figure 4.13D). The 

corresponding 2mFo – DFc map show movement of the pocket forming loop, 

but very weak density for the fragment. 
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Figure 4.13: Comparison of PanDDa event and Z-maps, and 2mFo – DFC maps for loop-remodelling hits. 
Fragment density in normal 2mFo – DFc maps is weak A) CCT370982; B) CCT370979; C) CCT370972; 
D) CCT240772. Figures made in Pymol173. 
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PanDDA statistics supported the presence and inclusion of these four 

fragments in further analysis (Appendix 8.2.8.1). PanDDA therefore identifies 

multiple fragment hits that would have otherwise been overlooked. 

Of the ten fragments inducing re-organisation of the pocket-forming loop, four - 

CCT239544, CCT239686, CCT370974 and CCT242635 - showed clear density 

in 2mFo – DFc maps (Figure 4.14A-D). These fragments bind through a π-π 

stack on the side chain of Phe334, except for CCT242635, which stacks on top 

of Arg338 in two distinct conformations (Figure 4.14D). In one conformation, 

the aminothiazole is stacked on top of the remodelled Arg338 side chain, with 

the primary amine substituent interacting with the side chain of Ser202. The 

phenyl group sits in a hydrophobic pocket formed by the protein backbone and 

the side chain of Val294, also stacking on top of the remodelled Arg338. In the 

second conformation, the placement of the phenyl group is conserved, but the 

aminothiazole rotates to point towards Glu360, with the amine forming a 

stabilising interaction with the side chain of this residue. The side chain of 

Phe334 rotates to adopt an edge-face π-stack with the thiazole. Breaking the 

hydrophobic interaction between Phe334 and Ile112 by fragment binding 

seems to be important for adoption of the novel α-helical conformation of the 

pocket-forming loop.   
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Figure 4.14: Four fragments binding to the novel pocket with reorganisation of the pocket-forming loop 
showed clear electron density in normal 2mFo - DFc maps (contour at σ = 0.8). These adopted a variety of 
binding modes, but all involved the side chain of Phe334. In addition, the salt bridge between R338, E110 
and T292 was also broken in all, with R338 rotating to face the solvent. A) CCT239544; B) CCT239686; 
C) CCT370974; D) CCT242635; figure made in Chimera65 
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4.5 Conclusions 

This chapter describes two fragment-screening approaches used to identify hit 

matter binding to the novel secondary site in IDH1-R132H. A total of 2595 

fragments from the ICR’s fragment library and the 3D Fragment Consortium 

library were screened using TSA, and a further 768 fragments were screened 

by crystallographic fragment screening at Diamond’s XChem facility. In all, 

nineteen fragments were identified binding to the novel secondary site. The 14 

fragments identified during crystallographic fragment screening were also 

investigated by TSA, but only two showed significant impact on IDH1-R132H 

stability. This likely due the higher fragment concentrations used for 

crystallographic fragment screening in comparison to TSA.  Across the two 

fragment screens, clear electron density could be seen in normal 2mFo – DFc 

maps for 11 fragments, which allowed full refinement of these fragment-bound 

structures. The remaining eight fragments only showed density in PanDDA 

maps, including the TSA hit CCT240772. PanDDA therefore identified hits that 

would have otherwise been overlooked.  

Fragments were identified binding across the width of the pocket with various 

binding modes. Interestingly, ten fragments were identified binding to the novel 

pocket with extensive re-modelling of the pocket-forming loop to adopt a novel 

α-helical conformation that has not previously been described in IDH1 

structures. 

From the TSA fragment screen, the binding sites of ten of the 15 hits remain 

unknown. Efforts to repeat soaks with fragment hits binding to IDH1-R132H 

with remodelling of the pocket forming loop indicates that only a small 
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proportion of crystals can allow this remodelling to occur, although the 

structural rationale for this limitation is unclear. Additional fragments binding 

with this remodelling may have been lost from both screens due to this 

limitation in the crystal system. In total, 19 fragments were identified binding to 

the novel secondary site, with a total hit rate of 0.56%, confirming that this 

novel secondary site is ligandable and the computational prediction was 

correct.  
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Chapter 5: Investigating the functional relevance of 

the novel pocket 

5.1 Introduction 

For a pocket to be considered druggable, binding of small molecules to the 

pocket needs to have an impact on protein function, and eventually on cellular 

phenotype. Chapter 4 described the fragment screening approaches used to 

identify chemical matter binding to the novel secondary site, confirming its 

ligandability. This chapter describes the investigation of the functional 

relevance of the novel secondary site using biochemical assays. Specifically, I 

analysed the effect of the fragment hits and selected mutants on IDH1 activity. 

To do this, I established a biochemical assay based on intrinsic NADPH 

fluorescence. Fragments hits were investigated for their ability to inhibit IDH1-

R132H, and their selectivity over IDH1-WT. A series of analogues were 

designed and synthesised by Sandra Codony Gisbert and Dr Rosemary 

Huckvale based on fragment hits that inhibited IDH1-R132H activity, and were 

tested in the biochemical assays.    

In addition, several IDH1-R132H variants with mutations in the novel pocket 

that mimicked recurrent fragment binding features were designed. Following 

cloning, expression and purification of these site-directed IDH1-R132H 

mutants, they were characterised using the biochemical assay to investigate 

the impact of secondary site mutations on IDH1-R132H activity.  
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5.2 IDH1 NADPH fluorescence assay  

5.2.1 Establishing an IDH1-R132H inhibition assay 

IDH1-R132H catalytic activity requires the co-factor NADPH, the substrate αKG 

and the catalytic Mg2+ (Figure 5.1A, B). Biochemical assays for IDH1-R132H 

based on the intrinsic fluorescence of NADPH have been reported179. I 

established an NADPH-fluorescence assay to  investigate IDH1-R132H 

inhibition by fragment hits. Although IDH1-R132H consumes NADPH as it 

converts αKG to 2HG, leading to a decrease in fluorescence signal over time, I 

measured the change in fluorescence (Δ fluorescence) over time by subtracting 

each fluorescent measurement from the control, the uninitiated reaction, to 

obtain reaction progression curves that increased with time (Figure 5.1C). 

The hit fragments were identified binding to the novel secondary site in the 

presence of NADPH, and were therefore not expected to be competitive with 

respect to NADPH. The MOA of the fragment hits with respect to αKG and 

Mg2+ is unknown. Fragments bind to IDH1-R132H when the protein adopts the 

inactive conformation. When substrate and Mg2+ are both bound IDH1-R132H 

undergoes a conformation change to adopt the catalytically active 

conformation. In this conformation, the novel secondary site was not predicted 

to be ligandable, and fragments were not expected to bind. To allow 

identification of both competitive and uncompetitive inhibitors, I aimed to 

maintain the αKG concentration at its Km. Therefore, the Km for all components 

needed to be determined.  The assay was established in 384-well plates with 

10 µL well volumes.  
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Figure 5.1: Overview of the IDH1-R132H biochemical assay. A) IDH1-R132H converts aKG to 2HG with 
the concomitant reduction of NADPH to NADP+ in the presence of a catalytic Mg2+. B) Binding of cofactor, 
substrate and Mg2+ is required for adoption of catalytically active conformation, which involves residues 
from both chains, shown in cyan and tan. PDB 1T0L C) NADPH has intrinsic fluorescence. As it is 
consumed by IDH1-R132H, the fluorescent signal decreases. Each measurement is subtracted from a 
control, and the change in fluorescent signal, Δ fluorescence, is reported. D) Fluorescence signal against 
NADPH concentration showing the linear range. Figure made in Chimera65 and plot made in GraphPad 
Prism. 
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5.2.1.1 Obtaining a NADPH signal 

A NADPH calibration curve showed a linear relationship between NADPH 

concentration and fluorescence signal up to 100 µM (Figure 5.1D). All 

experiments were therefore carried out with the concentration of NADPH at or 

below 100 µM. For comparability, the initial activity assay was performed using 

the same buffer as for TSA experiments, with protein, co-factor substrate and 

metal concentrations of 20 nM IDH1-R132H, 25 µM NADPH, 1 mM αKG and 

10 mM Mg2+. However, no signal window could be obtained. After investigating 

the literature, I found that in most reported assays both Tween20 and Bovine 

Serum Albumin (BSA) were also added to the buffers. Addition of Tween20 

alone was not sufficient for the reaction to progress, but addition of BSA was 

sufficient for the reaction to occur (Figure 5.2). When both were added, the rate 

was slightly slower than BSA alone, but gave smaller errors. In subsequent 

experiments, Mg2+, Tween20 and BSA were added to the buffers. 

                 

 

Figure 5.2: Change in NADPH fluorescence over time in the presence or absence of Tween20 and BSA. 
BSA is required for measurable NADPH fluorescence. Tween20 is not required, but reduces the errors 
when present with BSA. Data is from two technical repeats; error bars show the standard deviation. Plot 
made in GraphPad Prism. 
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5.2.1.2 Selection of optimal IDH1-R132H concentration  

A range of IDH1-R132H concentrations between 20 nM and 100 nM were 

investigated in the presence of 100 µM NADPH, 800 µM αKG and 10 mM 

MgCl2 (Figure 5.3). The Δ fluorescence is calculated by subtracting each 

measurement from a control, which lacked IDH1-R132H. NADPH by itself 

undergoes some non-enzymatic oxidation, resulting in an initial drop in 

fluorescent signal even in the absence of IDH1-R132H. The presence of IDH1-

R132H seems to partially protect NADPH from non-enzymatic oxidation, which 

leads to some initial Δ fluorescence measurements being negative.  Increasing 

concentrations of IDH1-R132H increased the rate of reaction. Concentrations 

above 60 nM reached a plateau within the 60 minutes reaction time. The lowest 

concentration tested, 20 nM, stayed linear across all time points and was 

therefore selected 20 nM IDH1-R132H for use in further assays. 

 

 

Figure 5.3: Change in fluorescence signal over time with increasing concentrations of IDH1-R132H. I 
selected 20 nM IDH1-R132H for use in inhibition assays. Data is from two technical repeats; error bars 
show the standard deviation. Plot made in GraphPad Prism  
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5.2.1.3 Kinetic characterisation of IDH1-R132H 

The IDH1-R132H reaction requires co-factor, substrate and magnesium. I 

determined the kinetic parameters for each of these. To measure Vmax and Km 

values for NADPH, IDH1-R132H was incubated with varying concentrations of 

NADPH between 100 and 2.5 µM, with the substrate αKG in excess at 5 mM. 

Ideally, lower concentrations of NADPH would have also been tested, but at 

concentrations below 2.5 µM, no reliable signal could be obtained. The Δ 

fluorescence was determined over time and plotted in Graphpad Prism, using 

linear regression in order to calculate the initial rates of reaction at different 

NADPH concentrations (Figure 5.4A). Kinetic parameters were calculated by 

plotting the initial rate against NADPH concentration and fitting the curve with a 

non-linear regression (Equation 5.1, Figure 5.4B).  

 

For kinetic characterisation of IDH1-R132H with respect to αKG, a range of 

αKG concentrations between 5 mM and 500 µM were investigated, with the Δ 

fluorescence measured, and the data processed in the same way as for the 

NADPH kinetic analysis (Figure 5.4C,D).  

For kinetic characterisation of IDH1-R132H with respect to Mg2+, a range of 

Mg2+ concentrations between 250 and 0.12 mM were investigated, with the Δ 

fluorescence measured, and data processed in the same way as for the 

NADPH and αKG analyses (Figure 5.4E,F).  

 
𝑌 =  𝑉!"#  ×  

𝑋
𝐾!  +  𝑋

 Equation 5.1 
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Figure 5.4: Initial rates and Km curves for IDH1-R132H with NADPH (A, B), αKG (C, D) and Mg2+ (E, F). 
Data shown is representative of three biological repeats; error bars show the standard deviation. Plot 
made in GraphPad Prism 
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The calculated Km values for NADPH, αKG and Mg2+ for IDH1-R132H were 

3.17 µM, 803 µM and 1.16 mM respectively (Table 5.1). The Km value for αKG 

is in line with that reported in the literature, but the value for NADPH is 

approximately tenfold higher than reported, and the Km for Mg2+ is 

approximately tenfold lower74. However, it should be noted that they were 

measured under different conditions.  

 

Table 5.1 Kinetic parameters for IDH1-R132H. Values are an average from three biological repeats, with 
the standard deviation. Calculated by GraphPad Prism 

 

5.2.1.4 Investigating the impact of DMSO on IDH1-R132H activity 

As fragments are stored at fixed concentrations in 100% DMSO, I investigated 

the DMSO tolerance of the IDH1-R132H to find the maximum fragment 

concentration that could initially be tested from a 100 mM stock solution. I 

examined the initial rates of reaction for several different DMSO concentrations 

between 0 and 5% v/v (Figure 5.5). IDH1-R132H activity increased with 

increasing DMSO concentrations up to the maximum concentration tested, 

indicating that IDH1-R132H was tolerant to DMSO up to at least 5% v/v DMSO. 

I selected 3% v/v as the maximum DMSO concentration as it allowed 

investigation of fragments up to a concentration 3 mM. 

 

 Vmax (µM min-1) Km (µM) Kcat (min-1) 
NADPH 0.204 ± 0.0087 3.17 ± 0.66 10.2 
αKG 0.244 ± 0.012 803 ± 152 12.2 
Mg2+ 0.253 ± 0.0053 1160 ± 130 12.7 
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Figure 5.5: Plot of initial rate of reaction of IDH1-R132H with increasing DMSO concentrations. IDH1-
R132H activity increases with increasing DMSO up to 5%.Plot made in GraphPad Prism 

 

5.2.1.5 Selecting NADPH concentration  

The fluorescent signal is dependent on NADPH and is linear up to 100 µM. I 

chose to use 75 µM NADPH as it is within the linear detection range, and is 25-

fold the measured Km and is therefore in significant excess. To check whether 

a sufficient signal window (Equation 5.2) could be obtained whilst limiting the 

percentage conversion, I calculated both values at various time points (Figure 

5.6).  

While the 60 minute incubation gave the largest signal window, the percentage 

conversion is greater than 10%, which is greater than would be desired180. A 45 

minute incubation with 75 µM NADPH gave an acceptable signal window of 15, 

with 6% NADPH conversion. This leaves approximately 70 µM NADPH in the 
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𝑆𝑊 =  
µ!"# − 3𝜎!"# − (µ!"# − 3𝜎!"#)

𝜎!"#
 Equation 5.2 

Where µ is the mean and σ is the standard deviation  
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system, a 24-fold excess over the Km. Given that one molecule NADPH is 

required to convert one molecule of αKG to 2HG, this percentage conversion 

maintains the αKG concentration at approximately Km.  

 

Figure 5.6: Comparison of signal window and percentage conversion for 20 nM IDH1-R132H and 75 µM 
NADPH at different time points. Grey bars show the signal window as calculated by equation 5.2, while 
the blue points show the percentage NADPH conversion. Plot made in GraphPad Prism 

 

Final assay conditions were 20 nM IDH1-R132H with 75 µM NADPH, 800 µM 

αKG and 10 mM Mg2+, with 3% DMSO. Fragments were tested in a 10-point, 

twofold dilution curve from 3 mM. Plates were incubated for 45 minutes before 

fluorescence was measured. 

5.2.1.6 Inhibition of IDH1-R132H by known inhibitors 

The two tool compounds, AGI-5198 and GSK-864, were tested in the 

fluorescence assay (Figure 5.7). The measured IC50 value for AGI-5198 was 7 

nM, which is approximately tenfold more potent than reported169. The 

measured IC50 for GSK 854 was 38 nM, which is in line with the reported 

75 μM NADPH

Signal Window % Conversion

3
0

4
5

6
0

7
5

9
0

0

20

40

60

0

5

10

15

20

Time (minutes)

S
ig

n
a
l 
W

in
d

o
w

%
 N

A
D

P
H

 c
o

n
v
e
r
s
io

n



 144 

value181. The IC50 values for both inhibitors were close to the tight binding limit 

of the assay, 10 nM, but were consistent across assay repeats, and were 

therefore used as positive controls for this assay.  

 

 

Figure 5.7: IC50 curves for two tool compounds AGI-5198 and GSK 864. Data is representative of three 
biological repeats, and plotted in Graphpad Prism, error bars show the standard deviation. 

 

5.2.1.7 IDH1-R132H fluorescence interference assay  

Structural features common to fluorophores can also be found in fragments, 

resulting in interference in fluorescence-based biochemical assays. 

Compounds can interfere with the fluorescence signal through either auto-

fluorescence or through quenching182. NADPH fluorescence is relatively high 

energy, with maximum absorbance and emission at 340 nm and 460 nm 

respectively. Compound libraries tend to have greater interference in this blue-

green spectral region. I therefore investigated the potential auto-fluorescence 

and quenching of the fragments through a fluorescence interference assay.  

0.0001 0.001 0.01 0.1 1 10

0

50

100

Concentration (µM)

%
 in

hi
bi

tio
n

IC50 = 7 nM ± 1 nM

IC50 = 38 nM ± 21 nM

AGI-5198

GSK-864



 145 

To investigate fragment fluorescence interference, the hit fragments were 

dispensed into plates in a 10-point twofold dilution curve starting at 3 mM. The 

low control was IDH1-R132H with 75 µM NADPH to mimic the inhibited 

reaction, while the high control was IDH1-R123H with 40 µM NADPH to mimic 

the uninhibited reaction.     

 

Figure 5.8: Representative curves from the fluorescence interference assay. A) CCT239686 shows less 
than 90% inhibition at the top two concentration points, indicating that this fragment quenches 
fluorescence at these concentrations. B) CCT370970 shows greater than 10% inhibition across multiple 
concentration points indicating that it is an auto-fluorescent fragment and strongly interferes with the 
biochemical assay. Data representative of two biological repeats.  Plot made in GraphPad Prism 

 

To investigate quenching, fragments were incubated with IDH1-R132H and 75 

µM NADPH. Fragments were considered to be quenching if the normalised 

fluorescence measurement was less than 90% of the minimum, such that it 

appears to show less than 90% inhibition activity in IC50 curves (Figure 5.8A). 

To investigate auto-fluorescence, fragments were incubated with IDH1-R132H 

and 40 µM NADPH. Fragments were considered to be auto-fluorescent if the 

normalised fluorescence measurement was more than 110% of the minimum, 

such that it appears to show greater than 10% inhibition activity in IC50 curves 

(Figure 5.8B) 
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5.2.2 Establishing an IDH1-WT biochemical assay to investigate 

compound selectivity  

The novel secondary site was predicted to be ligandable in the in house 

structures of both IDH1-R132H and IDH1-WT (Chapter 3). I therefore 

established IDH1-WT biochemical assays to investigate potential selectivity 

between the two variants when targeting the novel secondary site with 

inhibitors. IDH1-WT produces fluorescent NADPH as it converts isocitrate to 

αKG (Figure 5.9), and thus the reaction progression can be followed by 

measuring the fluorescent signal corresponding to the production of NADPH 

over time. To directly compare compound activity against IDH1-WT with that 

against IDH1-R132H, the same assay conditions were required. The 

concentration of Mg2+ was maintained at 10 mM, the co-factor NADP+ was 

maintained at 25-fold Km, and isocitrate concentration at its Km.  

 

Figure 5.9: Overview of IDH1-WT biochemical assay. A) IDH1-WT produces fluorescent NADPH as it 
converts isocitrate to αKG in the presence of Mg2+. B) Intrinsic NADPH fluorescence allows the reaction 
progression to be measured by the increase in fluorescence over time. 
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5.2.2.1 Kinetic characterisation of IDH1-WT 

Titrating different concentrations of IDH1-WT revealed it to be more active than 

IDH1-R132H, as a lower enzyme concentration was able to turnover the co-

factor at a faster rate (Figure 5.10).  Therefore, 0.5 nM IDH1-WT was used to 

enable subsequent Km and kinetic characterisation. The measured Km values 

were 17.1 µM for NADP+ and 5.7 µM for isocitrate under these conditions 

(Figure 5.11, Table 5.2). These values are approximately threefold and tenfold 

lower than the reported Km values for NADP+ and isocitrate, 49 µM and 65 µM 

respectively74. However, these values were measured under different 

conditions. The kcat of IDH1-WT was calculated to be ~550 min-1, which is 

significantly greater than IDH1-R132H. This increase is likely driven by the 

increased affinity for its natural substrate isocitrate, 5.7 µM, in comparison to 

the lower affinity of IDH1-R132H for its substrate αKG, with Km 803 µM.  

 

Figure 5.10: Plot of fluorescence against time, monitoring production of NADPH over time at three IDH1-
WT concentrations. Data shown is from two technical repeats, error bars show the standard deviation. 
Plot made in GraphPad Prism 
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Figure 5.11: Michaelis-Menten curves for IDH1-WT cofactor NADP+ and substrate isocitrate. Data shown 
is representative of 3 biological repeats. Plots made in GraphPad Prism 

 

 

Table 5.2: Kinetic parameters for IDH1-WT. Data is an average of three biological repeats with the 
standard deviation.  

 

5.2.2.2 Selection of optimal IDH1-WT concentration 

As IDH1-WT is significantly more active than IDH1-R132H (Figure 5.10), I 

titrated IDH1-WT and calculated the signal window to identify an enzyme 

concentration suitable for inhibition assays. The Mg2+ concentration was 

maintained at 10 mM, the NADP+ concentration at 25-fold Km and the isocitrate 

concentration at Km to mimic the IDH1-R132H assay. The maximum 

concentration investigated showed very rapid turnover of NADPH, reaching a 

plateau after 20 minutes, and was therefore unsuitable for inhibition assays.  

 

 Vmax (µM min-1) Km (µM) Kcat (min-1) 
NADP+ 0.267 ± 0.0087 17.1 ± 2.90 534 

isocitrate 0.284 ± 0.0064 5.70 ± 0.69 567 
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Both 0.1 nM and 0.05 nM IDH1-WT showed similar rates of reaction, with linear 

ranges extending past one hour. At 45 minutes, the same incubation time as 

the IDH1-R132H reaction, 0.05 nM IDH1-WT gave a signal window (Equation 

5.1) greater than 8 with less than 1% NADP+ conversion, also in line with the 

IDH1-R132H reaction (Figure 5.12). I therefore selected 0.05 nM IDH1-WT to 

investigate fragment inhibition. Final reaction conditions were 0.05 nM IDH1-

WT with 500 µM NADP+ and 5 µM isocitrate. All other variables were kept the 

same as the IDH1-R132H fluorescence assay.   

 

Figure 5.12: Comparison of signal windows and percentage NADP+ conversion for three IDH1-WT 
concentrations after 20 minutes or 45 minutes incubation. Bars show the signal window, NADP+ 
conversion is shown as points. Plot made in GraphPad Prism 
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5.2.2.3 IDH1-WT fluorescence interference assay  

IDH1-WT produces fluorescent NADPH as the reaction progresses, and the 

percentage conversion is limited to maintain linearity. The raw fluorescence 

counts were lower in the IDH1-WT assay than the IDH1-R132H at both the 

start and end points (Figure 5.13). The IDH1-WT assay is therefore more 

sensitive to auto-fluorescent interferers, but less susceptible to quenchers. To 

investigate fragment fluorescence interference, the hit fragments were 

dispensed into plates in a 10-point twofold dilution curve starting at 3 mM. The 

low control was IDH1-WT without NADPH to mimic the inhibited reaction, while 

the high control was IDH1-WT with 5 µM NADPH to mimic the uninhibited 

reaction.   

 

 

Figure 5.13: Comparison of raw fluorescent signals from IDH1-WT and IDH1-R132H assays. Due to the 
lower fluorescent signal in the IDH1-WT (orange) in comparison to the IDH1-R132H (blue) assay, the 
IDH1-WT biochemical assay is more sensitive to auto-fluorescent interferers, but less sensitive to 
quenchers.  

 

To investigate auto-fluorescent interferers, IDH1-WT without NADPH was then 

added to wells containing fragment, before the plate was incubated at room 
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temperature for 30 minutes. Buffer was then added to each well before the 

fluorescence measurements taken. Compounds that showed more than 10% 

increase or decrease in fluorescent signal in comparison to the control were 

considered to be fluorescent interferers. Due to compound availability at the 

time, CCT239544, CCT373604, CCT240772 and CCT37295 were not tested. 

Of the 15 fragments tested, 13 were found to interfere with the fluorescent 

signal at the maximum concentration investigated, with many interfering at 

multiple lower concentrations. CCT371095 and CCT370980 did not 

fluorescently interfere. 

5.3 Inhibition of IDH1-R132H  

5.3.1 Inhibition of IDH1-R132H by hit fragments 

All 19 hit fragments identified by TSA and crystallographic fragment screening 

were investigated for their ability to inhibit IDH1-R132H activity (Table 5.3). Of 

these, ten fragments were found to inhibit IDH1-R132H activity with a range of 

potencies between 20% inhibition at 3mM and an IC50 of 84 µM. In addition, 

two fragments, CCT370970 and CCT154567, were found to interfere and so 

the inhibitory effect could not be determined. The remaining seven showed less 

than 20% inhibition at 3 mM and were considered inactive. Fragment hits from 

all of the identified binding modes and from both fragment screening 

techniques were able to inhibit IDH1-R132H, including low occupancy PanDDA 

hits such as CCT240772 and CCT370982 that showed little to no density in 

normal 2mFo – DFc maps. There was no clear correlation between the 

occupancy and activity. PanDDA therefore allowed identification of low 

occupancy fragments that would have otherwise been overlooked.  
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Compound Structure Biochemical	IC50	 Binding	Mode Screen

CCT242635 84.42	±	12.17	μM Loop	
remodelling

TSA

CCT239544 131.6	±	13.4μM Loop	
remodelling

TSA

CCT242817 256.3	±	30.5	μM W205	Stack TSA

CCT370971 1031.7	±	49	μM E361	stack XChem

CCT373604 50%	at	3mM W205	Stack XChem

CCT371098 37.8%	at	3mM W205	Stack XChem

CCT240772 28%	at	3mM Loop	
remodelling

XChem

CCT370974 25.6%		at	3mM Loop	
remodelling

XChem

CCT370982	 25.6%		at	3mM Loop	
remodelling

XChem

CCT370979 24%	at	3mM Loop	
remodelling

XChem
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Table 5.3: IC50 values or maximum inhibition for hit fragments tested in the IDH1-R132H biochemical 
assay. Values reported are an average from three biological repeats with the standard deviation.  

 

Compound Structure Biochemical	IC50	 Binding	Mode Screen

CCT372954 <	20%	at	3mM W205	Stack XChem

CCT239686 <	20%	at	3mM Loop	
remodelling

XChem

CCT370980 <20%	at	3mM Loop	
remodelling

XChem

CCT370978 <20%	at	3mM Loop	
remodelling

XChem

CCT370973 <20%	at	3mM Other XChem

CCT370977 <20%	at	3mM Loop	
remodelling

XChem

CCT371095 <20%	at	3mM Other XChem

CCT370970 Fluorescent	interferer E361	stack XChem

CCT154567 Fluorescent	interferer W205	Stack XChem
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The ability of pocket-binding fragments to inhibit IDH1-R132H activity shows 

that the pocket has functional relevance, and marks a step towards confirming 

druggability in the novel secondary site. 

5.3.2 Investigation of fragment analogues against IDH1-R132H 

A series of 30 analogues were purchased and synthesised based on fragment 

hits CCT242635, CCT239554 and CCT242817 by Sandra Codony Gisbert and 

Dr Rosemary Huckvale. The ability of these fragments to inhibit IDH1-R132H 

was investigated, with the assay data collected together with Sandra Codony 

Gisbert. Of the 30 analogues, only one showed fluorescence interference, one 

was inactive, and 28 analogues inhibited IDH1-R132H activity. Full IC50 curves 

could be measured for 24 compounds. 

CCT242817 binds to the novel pocket through an edge-face π-stack on 

Trp205. In the crystal structure of IDH1-R132H bound to CCT242817, the 

electron density for the fluorophenyl-piperazine group is strong, but is weak for 

the terminal methyl-furanyl-ethanone group, preventing the modelling of this 

part of the fragment (Chapter 4.4.3). Despite this, it is the most potent fragment 

identified binding through an edge-face π-stack on Trp205. Therefore, 11 

analogues of CCT242817 were tested (Table 5.4), of which six showed 

comparable potency and five showed reduced potency. Of the five weaker 

analogues, two were analogues of the flurophenyl-piperazine moiety seen in 

the structure, CCT374321 and CCT374322. The fluorine group in CCT242817 

is in the ortho position, which is the same as CCT374321, whereas in 

CCT374322 the fluorine is moved to the para position.  



 155 

 

IDH1-R132H IDH1-WT

CCT242817 256.3 ± 30.5 - non-comparable

IDH1-R132H IDH1-WT

CCT374036 152 ± 84.3 20% at 1.5 mM > 10x decrease

CCT373807 241.9 ± 71.2 22% at 3 mM > 10x decrease

CCT374320 260.4 ± 125.1 31% inhibition at 3mM > 10x decrease

CCT373808 386 ± 61.9 20 % inhibition at 1.5 mM ~ 10x decrease

CCT374319 445.4 ± 162.3 2524 ± 673 5x decrease

CCT374035 622.3 ± 335.5 interferer non-comparable

CCT299048 961 ± 92.3 20% at 3 mM decrease

CCT304244 985.9 ± 1.8 2668 ± 470 2.5x decrease

CCT299915 1665 ± 110.7 28% at 3 mM decrease

CCT374322 2912.8 ± 70.6 interferer non-comparable

Compound Structure Biochemical IC50 (µM) Change in potency 
between variants 

Parent Fragment Hit

Compound Structure Biochemical IC50 (µM) Change in potency 
between variants 

Analogue

N
N O
O

F
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Table 5.4: Summary of biochemical assay data for analogues based on fragment hit CCT242817. Values 
reported are an average of two biological repeats with the standard deviation. 

 

Both of these analogues are active, with IC50 values of 2.8 mM and 25% 

inhibition at 3 mM for the para and ortho substitution respectively. However, 

both are significantly weaker than the parent fragment CCT242817, which has 

an IC50 value of 256 µM.  

With IC50 of 84 µM, the most potent fragment hit was CCT242635, which binds 

with re-modelling of the pocket-forming loop. Of the 18 analogues designed 

based on CCT242635, 14 showed a decrease in potency, three maintained 

potency and one was more potent than the parent compound (Table 5.5). 

CCT242635 is a 2-aminothiazole, which is reported to be a promiscuous 

scaffold183 and could lead to off-target interactions. In order to address this, an 

oxazole analogue of CCT242635 was synthesised. This new compound, 

CCCT374506, maintains potency, with an IC50 of 152 µM, indicating that it is 

possible to move away from this potentially problematic thiazole scaffold.  

The most potent compound tested across both fragment hits and analogues 

was CCT374509, with an IC50 of 12.5 µM, which is approximately seven-fold 

more potent than the parent compound, CCT242635. 

 

IDH1-R132H IDH1-WT

CCT303854 22% at 375 µM 28% at 3 mM decrease

CCT374321 25% at 3mM inactive at 3 mM decrease

Compound Structure Biochemical IC50 (µM) Change in potency 
between variants 
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IDH1-R132H IDH1-WT

CCT242635 84.42 ± 12.17 interferer non-comparable

IDH1-R132H IDH1-WT

CCT374509 12.5 ± 2 210 ± 69 13x decrease

CCT374037 114 ± 36.5 interferer non-comparable

CCT374506 152 ± 65.4 interferer non-comparable

CCT374554 250.1 ± 143.1 interferer non-comparable

CCT373838 338 ± 21.7 interferer non-comparable

CCT374447 385.6 ± 161.5 interferer non-comparable

CCT374038 415 ± 267.2 interferer non-comparable

CCT373840 711 ± 228.2 interferer non-comparable

CCT017851 724.3 ± 240.9 interferer non-comparable

CCT374449 800.7 ± 337.8 328 ± 101 2.5x increase

Compound Structure Biochemical IC50 (µM) Change in potency 
between variants 

Parent Fragment Hit

Compound Structure Biochemical IC50 (µM) Change in potency 
between variants 

Analogue

S

N
NH2
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Table 5.5: Summary of biochemical assay data for analogues based on fragment hit CCT242635. Values 
reported for are an average of two biological repeats with the standard deviation. 

 

In addition, one analogue of CCT239544 was designed, which showed similar 

activity to the parent fragment, with IC50 values of 131.6 µM and 314.8 µM for 

CCT239544 and the analogue CCT374448 respectively (Table 5.6).  

In general, the analogues of loop-moving fragments are more potent than those 

binding through a stack on Trp205.The ability to rapidly identify a range of 

compounds that bind to IDH1-R132H with similar or increased potency than the 

initial fragment hits further supports the druggability of the novel secondary site. 

IDH1-R132H IDH1-WT

CCT197091 993.2 ± 64.1 interferer non-comparable

CCT374446 1043.8 ± 415.5 interferer non-comparable

CCT374505 1783.7 ± 155.4 interferer non-comparable

CCT373839 31% at 750 µM interferer non-comparable

CCT374503 25% at 750 µM interferer non-comparable

CCT374504 25 % 1.5 mM interferer non-comparable

CCT246301 > 3 mM interferer non-comparable

Compound Structure Biochemical IC50 (µM) Change in potency 
between variants 
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Table 5.6: Summary of biochemical assay data for analogue based on fragment hit CCT239544. Values 
reported are an average of two biological repeats with the standard deviation. 

 

5.4 Inhibition of IDH1-WT 

5.4.1 Inhibition of IDH1-WT by fragments and analogues  

Of the 19 fragment hits, 15 were investigated for their ability to inhibit IDH1-WT 

activity, as CCT239544, CCT373604, CCT240772 and CCT37295 were not 

available at the time. Removal of concentration points found to fluorescently 

interfere with the biochemical assay points resulted in incomplete curves for 13 

of these fragments. The two fragments that did not show interference, 

CCT371095 and CCT37098, were inactive against both IDH1-WT and IDH1-

R132H. Based on the IDH1-WT NADPH fluorescence assay, no reliable 

selectivity between IDH1-WT and IDH1-R132H by targeting the novel 

secondary site could be identified for fragments binding to the novel secondary 

site.  

The analogues designed by Sandra Codony Gisbert showed more activity 

against IDH1-R132H.  I therefore investigated the ability of these analogues to 

inhibit IDH1-WT, to determine whether targeting the novel secondary site can 

IDH1-R132H IDH1-WT

CCT239544 131.6 ± 13.4 - non-comparable

IDH1-R132H IDH1-WT

CCT374448 314.8 ± 77.9 interferer non-comparable

Analogue

Compound Structure Biochemical IC50 (µM) Change in potency

Parent Fragment Hit

Compound Structure Biochemical IC50 (µM) Change in potency 
between variants 

NH2

SO
N
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provide selectivity for the cancer-associated mutant IDH1-R132H. Reliable IC50 

curves could be generated for 12 of the 30 analogues investigated, (Table 5.4, 

Table 5.5, Table 5.6). The remaining 18 showed significant interference and 

IC50 curves could not be calculated. CCT304224 and CCT374449 showed 

comparable potencies against IDH1-R132H and IDH1-WT, with measured IC50 

values showing less than a three-fold change between the variants. The 

remaining ten showed a fivefold to 13-fold decrease in potency when inhibiting 

IDH1-WT in comparison to IDH1-R132H. CCT374509, which was the most 

potent compound tested against IDH1-R132H, showed a 13-fold drop in 

potency when tested for activity against IDH1-WT.  Although this may be due to 

errors in Km calculations rendering the assays non-comparable, it could 

indicate that some selectivity for IDH1-R132H over IDH1-WT can be obtained 

by targeting the novel secondary site. 

5.5 Structural rationale for IDH1-R132H inhibition  

The two most potent fragments hits, CCT242635 and CCT239544, were both 

identified binding to the novel secondary site with remodelling of the pocket-

forming loop. Overlaying these fragment-bound structures with the active 

conformation of IDH1-R132H shows a similar clash between the novel α-helix 

and the regulatory segment Mg2+-stabilised α-helix (Figure 5.14). Thus, 

fragment binding and subsequent helix formation may inhibit IDH1-R132H 

activity by hindering the formation of the active conformation. This could be a 

mechanism by which all fragments binding with remodelling of the pocket-

forming loop inhibit IDH1-R132H activity.  
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Figure 5.14: The novel α-helical conformation may clash with the regulatory segment in the active 
conformation and offer structural rationale for inhibition of IDH1 activity. Front (A) and reverse (B) views of 
the active IDH1-R132H conformation (purple) showing the clash of the regulatory segment helix in the 
active conformation with the novel helical conformation (grey).  The red circle highlights the location of the 
clash. The fragment shown is CCT239544, and the active conformation is from PDB 5YFM. Figure made 
in Chimera65. 

 

In the novel helical conformation, Cys114 and Cys379 are in close proximitiy. 

In the structures of IDH1-R132H bound by CCT239686, a disulphide bond 

forms between these two cysteine residues. The presence of reducing agent in 

the crystallisation conditions used for XChem fragment screen prevents the 

formation of this bond, so adoption of the alpha-helix is observed without the 

disulphide bond. Cys379 is conserved in mammalian IDH1 enzymes (Appendix 

A.1.4), and can be reversibly modified by nitric oxide to form an S-nitrosothiol 

adduct resulting in inactivation of the enzyme184. It has been hypothesised that 

the S-nitrosothiol modification of Cys379 prevents the regulatory segment 

adopting the α-helix required for activity through a steric clash130. This supports 

the hypothesis that a steric clash between the novel helix and the regulatory 

segment results in inhibition of IDH1-R132H activity. 
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5.6 Investigation of mutations in the novel pocket 

During structural investigation of fragment screening hits, several side chain 

movements were consistently observed co-occurring with fragment binding. 

The salt bridge between Glu110 and Arg338 was repeatedly broken, both in 

structures with fragments binding through a stack on Trp205 and with 

fragments that caused remodelling of the pocket-forming loop. A patient-

derived arginine to threonine mutation at position 338 was identified as part of 

the computational analysis, and is predicted to be both destabilising by Site 

Directed Mutator185 and have functional impact by Mutation Assessor186. I 

designed two mutations in IDH1-R132H at this position – an arginine to 

threonine mutation to mimic the patient-derived mutation, IDH1-R132H-R338T, 

and an arginine to alanine mutation, IDH1-R132H-R338A.  

Remodelling of the IDH1-R132H pocket-forming loop is also associated with a 

disrupted hydrophobic interaction between Phe334 and Ile112. In most 

structures with the loop remodelled, the fragment binds through a hydrophobic 

stack on top of Phe334, except for the most potent fragment-screening hit, 

CCT242635, in which the side chain of Phe334 rotates to form an edge-face 

stack with the thiazole moiety of this fragment (Chapter 4.4.4, Figure 4.14D). 

Breakage of the Phe334-Ile112 hydrophobic interaction therefore seems to be 

important during movement of the pocket-forming loop. To test this hypothesis, 

I designed an isoleucine to alanine mutation, IDH1-R132H-I112A, at this 

position to assess whether it would destabilise the interaction and facilitate 

formation of the novel α-helix.  
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5.6.1 Characterisation of IDH1-R132H double mutants  

IDH1-R132H variants were cloned, expressed and purified as described in 

Chapter 3.2.1. The purified proteins were characterised by native thermal shift 

as described in Chapter 3.2.2. All three of the IDH1-R132H variants maintained 

the ability to bind the native co-factor NADPH, with no significant differences 

observed in melting temperatures (Table 5.7, Appendix 8.2.4), indicating that 

they were properly folded.  

 

Table 5.7: Melting temperatures from label-free thermal shift data for IDH1-R132H double mutants with 
increasing concentrations of natural co-factor NADPH. IDH1-R132H melting temperatures are included for 
comparison.  

 

5.6.2 Investigating the effects of secondary site mutations on IDH1-

R132H activity 

5.6.2.1 Enzyme titration 

A range of IDH1-R132H double mutant enzyme concentrations between 5 and 

100 nM were investigated to allow measurement of V0 (Figure 5.15). The IDH1 

-R132H-I112A variant showed a much slower turnover than the IDH1-R132H 

and IDH1-R132H-R338X variants, indicating that Ile112 is important for 

enzymatic activity. I therefore increased the concentration of IDH1-R132H-

I112A to 100 nM to measure V0. The concentrations of other variants were 

maintained at 20 nM.  

Tm ΔTm Tm ΔTm Tm ΔTm Tm ΔTm 

0 53.2°C 0°C 51.6°C 0°C 53.0°C 0°C 51.4°C 0°C
0.25 57.3°C 4.1°C 56.6°C 5°C 57.4°C 4°C 55.2°C 4°C
0.5 57.7°C 4.5°C 56.9°C 5°C 57.4°C 4°C 55.8°C 4°C
1 58.0°C 4.8°C 57.7°C 6°C 57.1°C 4°C 56.4°C 5°C
1.5 58.1°C 4.9°C 57.8°C 6°C 56.6°C 4°C 56.7°C 5°C
2 58.0°C 4.8°C 57.9°C 6°C 56.3°C 3°C 56.7°C 5°C

IDH1-R132HNADPH	
Concentration	

(mM)

IDH1-R132H-I112A IDH1-R132H-R338T IDH1-R132H-R338A
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Figure 5.15: Initial rates of reaction for different IDH1-R132H variants at different enzyme concentrations, 
with the IDH1-R132H variant shown for comparison. IDH1-I112A-R132H was found to catalyse the 
reaction much more slowly than the other two variants, and I therefore selected a higher enzyme 
concentration to determine the kinetic parameters. Plot made in GraphPad Prism. 

 

5.6.2.2 Determination of kinetic parameters  

The Michaelis-Menten constants Km and Vmax for the double mutants were 

determined in the same way as for IDH1-R132H single mutant, with the 

exception of IDH1-R132H-I112A, which required 100 nM enzyme, in 

comparison to 20 nM enzyme for the other variants.  

All of the IDH1-R132H double mutants show a decreased affinity for the 

substrate αKG (Table 5.8), with IDH1-R132H-R338A showing a three-fold 

decrease in affinity and IDH1-R132H-I112A binding with approximately tenfold 

less affinity than the single mutant. For the IDH1-R132H-R338A and IDH1-

R132H-I112A variants, the decrease in affinity at least partially drives the 

decreased kcat in comparison to the IDH1-R132H single mutant.  
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Table 5.8: Kinetic parameters for IDH1-R132H variants with respect to co-factor αKG. 
All enzymes were tested at 20 nM, except for IDH1-R132H-I112A that was tested at 100 nM due to its 
lower catalytic activity. Data is an average of three biological repeats with standard deviations. Values 
calculated by GraphPad Prism 

 

When determining the kinetic parameters for NADPH, αKG concentrations 

should be present in saturating concentrations187. However, as all of the double 

mutants show an increased Km for αKG this was not technically feasible due to 

solubility limitations. For the double mutants, 5 mM αKG only represents 

between 2.6-fold and 0.5-fold Km. I maintained αKG at 5 mM and report the 

NADPH Vmax
app

 and Km
app values (Table 5.9) allowing comparison between the 

different variants.  

 

Table 5.9: Apparent kinetic parameters for IDH1-R132H variants with respect to co-factor NADPH. All 
enzymes were tested at 20 nM, except for IDH1-R132H-I112A that was tested at 100 nM due to its lower 
catalytic activity. Data is an average of three biological repeats with standard deviations. Values 
calculated by GraphPad Prism 

 

The NADPH Vmax and kcat values for all three IDH1-R132H double mutants is 

lower than the IDH1-R132H, but this is likely due to the smaller excess of αKG 

in comparison to Km. The Km
app for NADPH is broadly consistent across all of 

double mutants, indicating that the decrease in affinity for αKG is driving 

 
 

αKG Km
app 

IDH1-R132H IDH1-R132H-R338A IDH1-R132H-R338T IDH1-R132H-I112A 

Vmax (µM min-1) 0.244 ± 0.012 0.12 ± 0.0065 0.21 ± 0.006 0.35 ±0.026 

Km (mM) 803 ± 152 3035 ± 429 1893 ± 161 9099 ± 1191 

kcat (min-1) 12.2 5.9 10.7 3.5 

NADPH Km
app 

 IDH1-R132H IDH1-R132H-R338A IDH1-R132H-R338T IDH1-R132H-I112A 

Vmax
app (µM min-1) 0.204	±	0.009	 0.03862 ± 0.0007 0.090 ± 0.002 0.044 ±0.001 

Km
app (µM) 3.17	±	0.66	 0.42 ± 0.13 0.725 ± 0.15 1.20 ± 0.23 

Kcat
app 10.2	 1.93 4.5 0.44 
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reduced catalytic activity of IDH1-I112A-R132H and IDH1-R132H-R338A. 

Although the absolute kinetic parameters could not be obtained, these results 

show that secondary site mutations do impact IDH1-R132H function, 

confirming that the novel secondary site is functionally relevant. No changes 

were observed in the overall protein fold for any of the IDH1-R132H variants, 

despite the impact on enzymatic activity 

5.7 Conclusions 

With the ligandability of the novel secondary site in IDH1-R132H confirmed in 

the previous chapter, this chapter describes the investigation of the secondary 

site’s functional relevance. I established in vitro biochemical assays for both 

IDH1-R132H and IDH1-WT based on the intrinsic fluorescence of NADPH. Of 

the nineteen fragments identified through both thermal shift and 

crystallographic fragment screening, ten were able to inhibit IDH1-R132H 

activity, with IC 50 values down to 84 µM, confirming that the pocket has 

functional relevance. For fragment hits binding with remodelling of the pocket-

forming loop, a steric clash between the new helix with the regulatory segment 

may provide structural rationale for inhibition by these fragments.  

Potency could be maintained and increased through exploration of the 

chemical space around the initial fragment hits. These analogues also showed 

selectivity for the IDH1-R132H over IDH1-WT. In addition, mutations in the 

novel secondary site negatively impact the ability of IDH1-R132H to bind αKG 

and reduce enzymatic activity. Together, this shows that the novel secondary 

site is functionally relevant.  
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Chapter 6: Conclusions, lessons learnt and 

remaining questions 

6.1 Conclusions 

This thesis described how combining in silico analysis with fragment screening 

could successfully identify novel, ligandable secondary sites in cancer-

associated proteins. The first aim of the project was the adaptation of 

canSAR3D to identify novel secondary sites, which was then validated using 

known, ligandable secondary sites. The second aim was to use fragment 

screening to experimentally investigate the ligandability of the selected 

secondary site. I identified 19 fragments across two fragment screening 

approaches not only binding specifically to the novel secondary site in IDH1-

R132H, but also showing activity in a biochemical assay.  

Combining in silico analysis with fragment screening therefore allows rapid 

identification of ligandable secondary sites in cancer-associated proteins.  The 

rest of this chapter discusses some of lessons learnt during the project, 

potential future plans and the outlook.  
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6.2 Lessons learnt 

6.2.1 Limitations of the computational predictor  

The reliability of computational predictions is dependent on the quality of data 

input. The PDB is an invaluable resource upon which to train and test 

predictors, but there are experimental limitations of structure-determination 

techniques that impact the accuracy and completeness of a given PDB 

structure. In flexible regions of proteins, the electron density may be absent or 

too weak to allow the modelling of side chains or loops. I found that the 

computational predictor was sensitive to missing residues and side chains, due 

to the impact on how pockets were defined. For example, in the published 

structure of IDH1-R132H, the side chain of Ly345 can be modelled in electron 

density, forming the edge of the novel secondary site. In the in-house structure, 

the lack of electron density means that the side chain was not modelled. 

Without this side chain, the pocket edge is not fully formed, leading to a 

decrease in the overall enclosure such that the novel secondary site was not 

predicted to be ligandable (Chapter 3.2.7). 

The absence of loops due to the lack of electron density can also influence the 

prediction. For example, the known allosteric site in IDH1 is only predicted to 

be ligandable in the inactive conformation where the regulatory segment is 

modelled (Figure 6.1A, E-F). This segment is unstructured in most available 

IDH1 structures, which prevents complete formation of the pocket. The pocket 

is not predicted to be ligandable in these structures due to an increase in the 

accessible vertices (Figure 6.1B,E-F).  
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Figure 6.1: Definition of the known allosteric site in IDH1 is dependent on both the protein conformation 
and completeness of the regulatory segment. A) In the inactive conformation, the regulatory segment is a 
unstructured loop that forms the edge of the known allosteric site. B) Loss of the loop results in 
incomplete formation of the allosteric site. C) Formation of the helix in the active conformation occludes 
part of the pocket. D) Binding of inhibitors to the known allosteric site results in partial formation of the 
helix and partial formation of the allosteric site. E-F) Violin plots showing the population distributions of the 
positive and negative training sets for the inverse Andrews’ energy and the accessible vertices. The 
corresponding values for the known allosteric site in each conformation are plotted as single points for 
comparison to the distribution of each training set. Structure figures made in Chimera65; violin plots made 
in R168 with ggplot2147, 
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The known allosteric site in IDH1 is also an example of a conformation 

dependent pocket. The pocket was also identified in both the active and 

inhibited structures of IDH1, but was only predicted to be ligandable in the 

inactive conformation.  In the active conformation the edge of the pocket is 

formed, the α-helix encroaches into the pocket, reducing the volume and the 

inverse Andrew’s energy (Figure 6.1C, E-F), while the incomplete formation of 

the helix in the inhibited conformation leads to an increase in the solvent 

accessibility (Figure 6.1D, E-F).  

The protein construct can also impact the identification and analysis of pockets. 

Removal of flexible loops to promote crystallisation can result in pockets not 

being identified, while purification or solubilisation tags can form artificial 

pockets or even occlude real pockets. During the analysis, the secondary site 

in PIK3CA was identified and predicted to be ligandable in four structures. 

During triaging, I found that under some conditions the canSAR3D pipeline 

could not identify the pocket as it was occluded by the N-terminal HisTag 

(Figure 6.2). Computational removal of this tag from the input PDB and 

reanalysis allowed the pocket to be defined, and it was subsequently predicted 

to be ligandable in additional structures.  

When protein structures are used for in silico screening or docking of small 

molecules in a given protein site, computational tools are used to add missing 

residues and side chains, with energy minimisation protocols to find the most 

likely conformer188, 189. However, as discussed above, analysis of a single 

conformation can prevent identification of conformation-dependent pockets. To 

generate an ensemble of structures that are representative of different possible 
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protein structures in solution, molecular dynamics simulations, or less 

computationally expensive Monte Carlo simulations, can be used to investigate 

dynamic changes in a protein structure. These ensembles could then be 

interrogated for the presence of ligandable pockets. This approach was 

unfeasible for my project, as I was analysing all publically available structures 

of human proteins. However, in the context of a drug discovery project where 

only a single or a few targets are under consideration, then this would be a 

valid approach to consider.  

 

Figure 6.2: Structures showing the novel secondary site in PIK3CA, which since been validated by 
crystallographic fragment screening. A) The identified pocket in PIK3CA is occluded by an N-terminal 
HisTag in multiple constructs; canSAR3D does not identify the pockets under these conditions. B) 
Removal of the HisTag results in exposure of the pocket and subsequent identification by canSAR3D. 
Figures made in Chimera65 
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6.2.2 Training set bias  

The positive training set was formed of pockets known to be druggable, the 

majority of which were primary sites. As primary sites tend to be the largest 

pocket in a protein, this automatically introduces a bias for the largest pocket 

being predicted as the most ligandable. Consequently, the properties identified 

as showing statistical significance needed to be de-convoluted from those that 

were introduced by this training set bias.  

With the increased availability of data from crystallographic fragment screening, 

building a new positive training set from pockets identified crystallographically 

may be feasible. While care would have to be taken to exclude sites that are 

less relevant in solution, such as those in crystal contacts, fragment screening 

hit rate is associated with ligandability, and so fragment binding hot spots 

identified through crystallographic fragment screening could be used to form a 

positive training set. The statistical analysis could then be repeated to identify 

pocket properties that show a statistically significant difference and where the 

thresholds are placed. In addition, rather than developing a binary discriminant, 

alternative approaches such as neural networks could be used to develop a 

sliding-scale predictor of ligandability. 

6.2.3 Crystal form limitations 

Repeated fragment soaking experiments indicated that only a small proportion, 

approximately 5-10%, of protein crystals grown under the current conditions 

could permit remodelling of the pocket-forming loop to adopt the novel α-helix, 

which was the conformation in which multiple hits were identified binding. 

There was no clear difference between either morphology or the unit cell 
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parameters of these crystals, nor was there clear structural rationale for this 

limitation. Because of this, it was very challenging to obtain structures for the 

fragments binding to this loop-remodelled conformation. Several residues in the 

pocket could have been targeted to explore this further (Figure 6.3), including a 

hydrophobic interaction between Ile112 and Phe334. The I112A mutation, 

designed to destabilise the pocket-forming loop impacted enzymatic activity 

(Chapter 5.6.2), but showed no effect on the percentage of crystal structures 

allowing loop remodelling. Phe334 could not be targeted by mutagenesis as 

many fragments were identified binding through a π-π stack on this residue. 

The side chain of Arg338 forms multiple Hydrogen bonds in the normal loop 

conformation, but no interactions in the novel helical conformation. This could 

be further investigated with the aim of destabilising the pocket-forming loop in 

crystal structures. 

  

Figure 6.3: Key stabilising interactions in the IDH1-R132H novel secondary site. Mutations at positions 
112 and 338 have already been generated, but showed no difference in loop conformation when 
investigated crystallographically. Arg119 is involved in an extensive hydrogen-bonding network, and could 
be targeted to destabilise the loop. Based on an in-house IDH1-R132H structure. Figure made in 
Chimera. 

 



 174 

6.2.4  Non-isomorphous crystals in PanDDA  

Using PanDDA allowed identification of fragment hits that would have 

otherwise been overlooked. However, the non-isomorphism of the crystals 

presented a significant challenge. As discussed in Chapter 4.3.2, datasets 

showing movement between monomers or clasp movement in comparison to 

the MR model were removed from the ground state calculation to prevent 

blurring of the ground state map in this region. In the individual datasets that 

were subsequently analysed by PanDDA, these movements resulted in poorer 

phase estimations and lower quality initial maps. Further, because this 

movement is a significant deviation from the ground state, a large number of 

non-relevant events were identified in this region, which required manual 

inspection.  

The movement of the pocket-forming loop presents a similar challenge. 

Reorganisation of the loop is a significant deviation from the ground state, and 

PanDDA identified these events very clearly. The Z-maps showed large 

regions of negative and positive density corresponding to loss of the normal 

conformation and adoption of the novel conformation, even when the 

occupancy was low. However, PanDDA could not always identify the additional 

density corresponding to the fragment. For example, the 2mFo - DFc maps for a 

crystal soaked with TSA hit CCT242635 during the crystallographic fragment 

screen showed clear density for the fragment in a dual conformation, as well as 

the movement of the pocket-forming loop (Figure 6.4A). In comparison, the Z-

map calculated by PanDDA clearly shows movement of the pocket-forming 

loop, but the corresponding fragment density was much more ambiguous, and 

the dual conformer wasn’t seen (Figure 6.4B).  
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Figure 6.4: Comparison 2mFo – DFc (A) and Z- and event (B) maps from the same dataset from an IDH1-
R132H crystal soaked with CCT242635. Normal maps clearly show both loop remodelling and fragment 
density, while the PanDDA maps clearly show deviation from the ground state corresponding to the 
remodelling of the pocket-forming loop, but fragment density is ambiguous. Figures made in Pymol173. 

 

An ideal solution would have been the generation of multiple MR models and 

corresponding ground states for each of conformations sampled (Figure 6.5). In 

the context of fragments that bind with remodelling of the pocket-forming loop, 

a molecular replacement model with the loop in the novel conformation would 

improve the initial phases in this region. This would in turn produce cleaner 

electron density maps for the PanDDA analysis and reduce ambiguity for these 

fragment hits. In addition, the remodelling of the pocket-forming loop itself 

would not constitute a large deviation from the ground state, and therefore 

would not obscure additional fragment density.  However, calculation of each 

ground state requires approximately 50 isomorphous datasets, and too few 

datasets for each conformer was collected during XChem to achieve this.  
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Figure 6.5: Example of class averages for ground state generation. In an ideal scenario, datasets would 
be classified into one of multiple possible states, similar to class averages routinely built during electron 
microscopy experiments. The shaded boxes indicate each separate class, for which a new molecular 
replacement model and ground state would be built and optimised and a separate PanDDA analysis run. 
The lack of datasets for each class collected during XChem made this unfeasible, as 50 datasets are 
required to build a robust ground state. 

 

6.2.4.1 Fragment soaking concentration 

The concentration at which to soak fragments during crystallographic fragment 

screening is under discussion, and is system dependent. If fragments are 

soaked at too low a concentration, potentially interesting fragment hits binding 

through few, but specific, interactions may be overlooked. In contrast, soaking 

at higher concentrations of fragments can lead to the identification of fragment 

hits binding with weaker affinity, although they may be more challenging to 

progress. High fragment soaking concentration can also lead to the disruption 

of crystals. In addition, increasing fragment soaking concentration can lead to 

precipitation, or even the crystallisation of the fragment. For example, when 

soaks with TSA fragment hit CCT239686 were repeated with the fragment 

concentration increased to 200 mM in comparison to 50 mM in the initial soak, 

clusters of diffraction spots at high resolution corresponding to fragment 

crystals were found (Figure 6.6). No fragment density was observed in the 
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solved structures. This indicates that above a certain concentration, the planar 

fragment formed very small crystals on the surface of the protein crystals, 

which were not visible under the microscope. This resulted in a decrease in the 

fragment concentration in solution, and no fragment binding to the protein. 

 

Figure 6.6: Diffraction pattern from an IDH1-R132H crystal soaked with high concentrations of 
CCT239686. High-resolution reflections corresponding to fragment crystals are circled in red. 

 

6.3 Questions remaining 

The major remaining question relates to the cellular validation of the novel 

secondary site in IDH1-R132H as a therapeutic target. The work described in 

this thesis shows that the novel secondary site is ligandable, and that fragment 

binding to this site can impact IDH1-R132H activity. In addition, for fragment 

hits that bind with remodelling of the pocket-forming loop, the steric clash 

between the novel α-helix and the regulatory segment in the active 

conformation provides structural rationale for inhibition IDH1-R132H catalytic 

activity (Chapter 5.5). The impact of the I112A on IDH1-R132H catalytic activity 

indicates that the pocket-forming loop has functional importance (Chapter 

5.6.2.2). However, it is not known if this loop, and its alternative α-helical 

Protein diffraction

Fragment diffraction
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conformer, has a role in the normal IDH1 catalytic cycle. The impact of 

perturbing IDH1-R132H through the novel secondary sites on cellular 

proliferation and viability is also unknown. 

This could first be investigated using cellular assays, with either compounds 

that bind with remodelling of the pocket-forming loop, or through mutagenesis. 

The concentration of 2HG could also be used as to monitor IDH1-R132H 

activity in cellular assays169,39. The current fragment hits and analogues show 

micromolar potency, which is too weak to be expected to show cellular activity. 

Extensive synthetic chemistry would be required to develop sufficiently potent, 

cell penetrant compounds. Generation of cell lines expressing either IDH1-

R132H or an IDH1-R132H variant with a mutation targeting the novel 

secondary site may be an alternative approach.  

6.4 Outlook 

This thesis described the combination of in silico analysis with fragment 

screening to rapidly identify and evaluate a novel ligandable secondary site. 

The computational approach identified two examples of novel secondary sites 

that have since been shown to be ligandable through fragment screening – the 

novel site in PIK3CA that was reported by another group, and the site in IDH1-

R132H which I validated during this project. This approach is useful for rapid 

early evaluation of a potential target, before initiating a full during drug 

discovery project.  

IDH1-R132H is a clinically important cancer target. The first IDH1-R132X 

targeted drug, ivosidenib, was approved in July 2018190 for treatment of IDH1-
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R132X AML. It is currently in phase III trials for treatment of IDH1-R132H 

mutant cholangiocarcinomas191. Resistance mutations to Ivosidenib were 

reported in the literature in July 201889. The reported S280F mutation is not 

located close to the novel secondary site. Targeting this novel site may provide 

a potential way to overcome the resistance already emerging against the 

approved therapeutic.  
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Chapter 7: Materials and Methods   

7.1 Computational Methods 

7.1.1 Building the ligandability predictor  

Code was written in in R168, using Rstudio (Boston, USA), unless otherwise 

stated.  

7.1.1.1 Pocket definitions 

Both the SURFNET-defined and Pickpocket-restrained pocket definitions, as 

well as their associated properties were obtained directly from canSAR3D 

(canSAR v3.0192).  These form the basis of canSAR3D’s druggability prediction, 

and will form the basis of my ligandability prediction. I used two canSAR3D 

identifiers for each pocket: the PDBID_CHAIN and SITE_NUMBER, such that 

PDBID_CHAIN = 1KZY_A and SITE_NUMBER = 1 refers to the largest pocket 

identified in chain A of PDB structure 1KZY.  

7.1.1.2 Training set selection 

The positive training set was formed of kinase primary sites, ligand-binding 

sites in nuclear receptors, and binding sites of FDA approved drugs. A list of 

kinase structures was taken from the PDB193 (accessed 23/11/2015) using the 

E.C numbers 2.7.10-13 and 2.7.99. This was cross-referenced with the 

SURFNET properties using the PDB code. The primary site is the ATP binding 

site and was generally found to be SITE_NUMBER = 1. Known allosteric sites, 

such as the ATP binding allosteric site in phosphofructose kinase194, were 

excluded.  
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Pfam195 uses hidden Markov model sequence alignments to assign a probable 

domain to a given sequence, and clusters these domains into families. Nuclear 

receptors are multi-domain proteins, so the structures of the ligand-binding 

domain were selected by using the Pfam family classifier P00104. This was 

cross-referenced with the SURFNET properties using the PDB code. The 

ligand-binding site was identified as the pocket binding the natural ligand. The 

targets of FDA approved drugs were accessed directly from the PDB, and the 

pocket identified through cross-referencing the ligand bound to a given pocket 

with approved drug.  

The positive training set was formed of 2,025 pockets. The ten pockets 

identified in each chain of each PDB structure, excluding those in the positive 

training set, were retained as the background set. The negative training set 

was randomly sampled from the background set.  

7.1.1.3 Statistical analysis  

All statistical analyses used to identify pocket properties that show statistically 

significant differences between the positive and negative training sets were 

completed in R168. Welch’s t-test and Kolmogorov-Smirnov (KS) test were used 

to identify pocket properties that showed statistically significant differences 

between the positive and negative training sets. A Roc test was used to 

determine thresholds for the ligandability profile.  

Both the Welch’s T-Test and the Kolmogorov-Smirnov (KS) were bootstrapped 

100,000 times, using the basic R package. The aggregate p-value is reported 

as the proportion of the time the outcome was found to be not significant (p ≤ 
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0.05). The cut-off for significance for the aggregate p-value was also set at p ≤ 

0.05.  

For the Roc analysis, the package pROC196 was used, bootstrapped 10,000 

times. The greater processing power required for Roc tests limited the amount 

of bootstraps that could be achieved in a reasonable time frame. The cut-off for 

significance was set at AUC >80%, using the top-left method to determine the 

threshold.   

The properties found to be significant were also investigated using 

randomisation. The positive and negative training sets were appended, and 

each half of the data randomly assigned to be either the positive or negative 

training set. The statistical tests were then repeated as before, and significance 

cut-offs maintained the same. None of the properties were found to be 

significant during randomisation, supporting their use for the ligandability 

profile.  

The ligandability profile was defined as: Inverse Andrew’s energy ≥ 910, 

Accessible Vertices ≤ 13.8, Buried Vertices ≥ 70, Pocket Size ≥ 750, Volume 

Ratio ≤ 3 and GAP ≤ 3. Pockets that fit this profile were retained for triaging.  

7.1.2 Triaging and target selection  

7.1.2.1 Cancer association  

To limit the targets to those associated with cancer, I correlated the proteins in 

which pockets are predicted to be ligandable with the Cancer Gene Census197 

(CGC, v75) and with those reported to be significantly mutated by Kandoth et 
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al13. The CGC is an expertly curated database of 564 cancer driving genes. 

Kandoth et al. report 127 significantly mutated genes (SGMs) following the 

systematic analysis of 3281 tumours across 12 cancer types13. From the two 

datasets, 80 genes were found in both, leaving 611 cancer-associated genes.  

The cancer-associated genes and ligandable sites from the predictor were 

cross-referenced using UniProt198 to Hugo Gene Nomenclature Committee 

(HGNC)199 conversions. Pockets in proteins that were not cancer-associated 

were excluded.  

7.1.2.2 Conservation scores 

The conservation score is calculated as part of the canSAR3D pipeline. Each 

pocket is associated with both a PDBID_CHAIN and a SITE_NUMBER and the 

conservation score is reported. These scores were obtained directly from 

canSAR3D and correlated with the output from the ligandability predictor using 

PDBID_CHAIN and SITE_NUMBER. 

7.1.2.3 Mutation enrichment 

Patient-derived mutational information was acquired from The Caner Genome 

Atlas (TCGA freeze.2015.213, http://cancergenome.nih.gov/). At the time of 

analysis, the TCGA contained 7,054,105 mutations from 8,855 patients across 

32 cancer types. Only curated primary patient samples with matching normal 

tissue were included, as identified by sample_type = 1 and background_type = 

1. This left 901,177 mutations from 585 patients and 11 cancer types. Of these, 

38,090 mutations from 500 patients were found in cancer-associated genes.  
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The genomic coordinates were subsequently mapped to the amino acid 

sequence of Ensembl200 canonical transcripts. Ensembl uses HGNC identifiers. 

The residues that make up the SURFNET-identified pockets in PDB structures 

are numbered based on the sequence submitted to the PDB. This is mostly in 

agreement with the UniProt canonical transcript, and was mapped using 

Structure Integration with Function, Taxonomy and Sequence (SIFTS)201, 202. 

Uniprot and Ensembl do not always consider the same transcript to be 

canonical. I compared the length of the canonical transcript as defined by 

Uniprot with the length of the canonical transcript as defined by Ensembl as a 

rapid indicator of agreement, and found that 13% reported a difference in 

transcript lengths. In these instances, the canonical transcript is likely to differ 

between Uniprot and Ensembl, which would lead to mismatched amino acid 

numbering. For these datasets, I manually mapped mutations to the pockets to 

avoid inappropriate exclusion of the pockets. 

For pockets with associated mutations I also calculated a mutation enrichment 

score:  

 

 𝑆𝑐𝑜𝑟𝑒 =  
𝑐𝑎𝑣𝑖𝑡𝑦 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 
𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒

 Equation 7.1 

Where 𝑐𝑎𝑣𝑖𝑡𝑦 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  
#𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑐𝑎𝑣𝑖𝑡𝑦
#𝑟𝑒𝑠𝑖𝑑𝑢𝑒𝑠 𝑖𝑛 𝑐𝑎𝑣𝑖𝑡𝑦

  

and 
𝑝𝑟𝑜𝑡𝑒𝑖𝑛 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =  

𝑡𝑜𝑡𝑎𝑙 𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑚𝑖𝑛𝑜 𝑎𝑐𝑖𝑑𝑠 𝑖𝑛 𝑝𝑟𝑜𝑡𝑖𝑒𝑛 
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7.1.2.4 Manual Triaging 

Manual triaging involved exclusion of primary sites identified during the 

analysis, assessment of the structure quality around the pocket of interest, 

literature investigation for evidence of functional interest and assessment of 

technical feasibility.  

7.2 Experimental investigation  

7.2.1 General 

7.2.1.1 Reagent suppliers 

Analytical grade reagents were purchased from Sigma-Aldrich (Dorset, UK.) 

through Merck Millipore (Hertfordshire, UK), or from Melford (Ipswich, UK). 

Growth media, agar plates and antibiotic stocks, as well as HEPES and Tris 

stock solutions for assays, were purchased form the ICR Central Sterile 

Services Department (CSSD). Fragments tested were either part of the ICR’s 

in house fragment library (1985 fragments) or from the 3D Fragment 

Consortium174 (610 fragments), and stored as 100 mM stock solutions in 100% 

DMSO. Fragment hits were re-purchased as solid stocks from ChemBridge 

(San Diego, USA), Enamine (Monmouth, USA), MolPort (Riga, Latvia) or 

Fluorochem (Hadfield, UK) at > 95% purity. Both AGI-5198 and GSK-864 were 

purchased from Sigma-Aldrich at > 98% purity. 

7.2.1.2 Preparations of buffers and stock solutions 

The composition of buffers used is described in the respective protocols below. 

They were made by either reconstituting solid stocks or dilution of stock 

solutions in de-ionised water with approximately 18 MΩ.cm resistivity, except 
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for the buffers used for crystallisation which were made with OmniPur® Water 

for Injection (Calbiochem, Merck Millipore). Buffers were filtered with a 0.22 µM 

pore filter before use and kept no longer than one month. Dithiothreitol (DTT) 

was added on the day of use by diluting a 0.5 M stock stored as aliquots at -20 

oC. NADP+ and NADPH for assays were stored in single use aliquots at 50 mM 

at -80 oC. Both isocitrate and αKG for assays were stored as 100 mM stocks in 

single use aliquots also at -80 oC. NADPH for crystallography was stored at 

250 mM in single use aliquots at -80 oC. NADP+ for crystallography was stored 

at 500 mM in single use aliquots at -80 oC. 

7.2.1.3 Compound storage and dispensing 

Tool compounds and fragments were purchased as solid stocks and 

reconstituted in DMSO to a concentration of 10 mM for tool compounds and 

500 mM for fragments. They were stored in Matrix™ 2D barcoded storage latch 

rack (Thermo Fisher, Wilmington, USA). For assays, fragments were diluted to 

100 mM and 2 mM stocks in 100% DMSO (Fischer Scientific, Leicestershire, 

UK) and stored in sealed 384-well Echo HV polypropylene plates (Labcyte Inc., 

Sunnyvale, USA). Fragments and tool compounds for use in assays were 

dispensed into assay plates using an Echo 550 Liquid Handler (Labcyte Inc.). 

Assay plates were prepared no more than 48 hours in advance. All compound 

stocks were stored under compressed nitrogen gas in a Multipod™ system 

(Roylan Developments, Surry, UK).  

Reagents were added to plates using a Tempest Liquid Handler (Formulatrix, 

Bedford, Massachusetts) unless otherwise stated.  
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7.2.1.4 Assay data analysis  

Assay data was analysed using GraphPad Prism 7.0 (San Diego, CA), Studies 

and Vortex (domatics, Hertfordshire, UK) as stated in each section. The R 

script used to analyse the SYPRO Orange thermal shift data was written by 

Gary Nugent and was implemented in R. 

7.2.2 Generation of IDH1 constructs 

7.2.2.1 Construct design, synthesis and amplification 

The coding sequence for IDH1 (NCBI reference NM_005896.3) including an N-

terminal His6-tag and Tobacco Etch Virus (TEV)-cleavage site was codon 

optimized for expression in E. coli and generated by gene synthesis (Eurofin, 

Ebersberg, Germany). The plasmid was re-suspended in 10 mM Tris pH 8, and 

1 µL was added to 9 µL of DH5α T1-resistant cells (Invitrogen, Carlsbad, 

California). The cells and DNA were incubated together on ice for 

approximately 15 minutes before being heat-shocked in a 42 °C water bath for 

45 seconds. The cells were then incubated on ice for a further five minutes, 

before addition of 90 µL Super Optimal broth with Catabolite repression (SOC) 

medium (Sigma-Aldrich) and subsequently incubated at 37 °C, 220 rpm for one 

hour to recover. LB-agar plates containing kanamycin at 50 µg/mL were 

inoculated with 50 µL of cells and incubated over night at 37 °C. Single 

colonies were selected and grown overnight in 5 mL Luria Broth (LB) with 50 

µg/mL kanamycin. The plasmid DNA was extracted using QIAprep spin 

Miniprep kit (Qiagen, Hilden, Germany).  
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7.2.2.2 Subcloning into expression vector 

The gene of interest was excised from the commercial plasmid using NcoI-HF 

and BamHI-HF restriction enzymes (NEB, Ipswich, USA). After extraction, 75 

µL of the DNA was added to 10 µL H2O, 10 µL CutSmart buffer (NEB) and 2 µL 

of each restriction enzyme. The sample was incubated at 37 °C for 90 minutes 

and analysed for size by migration on a 1% w/v agarose gel in 1x Tris-Acetate-

EDTA (TAE) buffer. The corresponding band was excised from the gel and the 

DNA was extracted using Qiaex II Gel Extraction Kit (Qiagen). The gene insert 

was subsequently ligated into a linearized pET-28a plasmid using Quick 

Ligation kit (NEB) and transformed into RapidTrans™ TAM1 Competent E. coli 

(Active Motif, La Hulpe, Belgium). DNA was extracted from overnight cultures 

using 5Prime FastPlasmid mini kit (Qiagen). Sanger sequencing (Source 

Bioscience, Nottingham, UK) was used to confirm the sequence using T7 

promoter and terminator primers. Plasmids were transformed into BL21-AI cells 

for expression using heat shock as described above.  

7.2.2.3 Site Directed Mutagenesis 

Primers for site directed mutagenesis were designed using the Eurofins PCR 

Primer design tool. The mutant constructs were generated by site-directed 

mutagenesis of the IDH1-pET28a plasmid previously produced. Reagents from 

the KOD Hot Start Master Mix (Novagen, Merck Millipore) and protocol from 

QuickChange II site-directed mutagenesis kit (Agilent, Santa Clara, USA) were 

used. Primers were reconstituted in nuclease-free water (Ambion®, Invitrogen) 

to 10 µM, and 0.5 µL of each forward and reverse primer was added to 12.5 µL 

of QuickChange II Master Mix with 0.5 µL of template DNA and 11 µL nuclease 

free water (Ambion®, Invitrogen). The thermal cycling conditions were as 
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follows: 95 °C for 20 seconds, 50 °C for 20 seconds, 68 °C for 7 minutes, for 15 

cycles, using a ProFlex PCR System (Life Technologies, Thermo Fischer). 

PCR products were incubated with 1 X Cutmart buffer (NEB) and 1 µL Dpn1 

(NEB) at 37 °C for 90 minutes to digest methylated template DNA before 

transforming into RapidTrans™ TAM1 Competent E. coli (Active Motif) using 

heat shock as described previously. Single colonies were selected and grown 

overnight in 5 mL LB and plasmid DNA extracted using QIAprep spin Miniprep 

kit (Qiagen). Sequences were confirmed by Sanger sequencing (Source 

Bioscience).  

7.2.3 Protein expression and purification 

7.2.3.1 Expression 

All IDH1 constructs were expressed in BL21(DE3) AI cells (Thermo Fisher). 

Cells were transformed using heat shock as previously outlined and plated onto 

LB-agar plates containing 50 µg/mL kanamycin for overnight incubation at 37 

°C. Starter cultures of 50 mL TB with 50 µg/mL kanamycin were inoculated with 

selected colonies from the LB-agar plates, and incubated at 37 °C and 220 rpm 

overnight. 

Cultures of 1 L TB with 50 µg/mL kanamycin were inoculated with 20 mL of 

starter culture. Cells were grown at 37 °C, 220 rpm to an optical density at 600 

nm (OD600) of 0.4. The temperature was then reduced to 18 °C and cells were 

allowed to grow to OD600 = 0.8. Expression was induced by the addition of 1 

mM IPTG (Sigma Aldrich) and 2 g/L L-arabinose (Melford, Ipswich, UK). After 
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16 hours incubation at 18 °C and 220 rpm, cells were harvested by 

centrifugation at 6,238 x g for 1 hour. Pellets were stored at -80 °C.  

7.2.3.2 Purification  

All columns were purchased from GE Healthcare (Chicago, USA) unless 

otherwise stated. Purifications were carried out using an ÄKTApurifier UPC 10  

(GE Healthcare). Purity was checked after each step by SDS PAGE analysis 

using NuPAGE® Novex 12% Bis-Tris gels (Thermo Fisher), using SeeBlue™ 2 

Pre-stained Protein Standard (Invitrogen) and stained with expedeon 

InstantBlue™ Protein Stain (Sigma Aldrich).  

Pellets were resuspended in Buffer A (50 mM HEPES, pH 8, 500 mM NaCl, 20 

mM imidazole, 0.5 mM TCEP, 10% v/v glycerol) with EDTA-free protease 

inhibitor (Roche, Basel, Switzerland), 50 mg lysozyme (Sigma Aldrich) and 

0.1% Triton X100 (Sigma Aldrich), and lysed by sonication. A 1:2000 dilution of 

benzonase (EMD Merck Millepore) was added before centrifugation at 53343 x 

g for 30 minutes. The soluble fraction was loaded onto a 5 mL Histrap FF 

column equilibrated with Buffer A, and eluted with a Buffer B (50 mM HEPES, 

pH 8, 500 mM NaCl, 1 M imidazole, 0.5 mM TCEP, 10% v/v glycerol) gradient 

from 0-100% in 50 minutes, at 2 mL/min. Fractions containing IDH1 were 

pooled and 2% w/w TEV protease added to cleave the His6-Tag. The pooled 

fractions with TEV was dialysed overnight against a buffer of 50 mM HEPES, 

pH 8, 150 mM NaCl, 0.5 mM TCEP, 4 °C. Following this, imidazole and NaCl 

were added to a final concentration of 20 mM and 500 mM respectively. The 

sample was then loaded onto a HisTrap FF column equilibrated with Buffer A 
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and the flow through collected. Purified fractions were selected following SDS-

PAGE analysis and pooled.   

Pooled fractions were concentrated using an Amicon® Ultra 10 kDa 

concentrator (Merck Millipore) and loaded on to a Superdex200 16/60 size 

exclusion column equilibrated with 20 mM Tris, pH 7.5, 100 mM NaCl. Final 

purity was confirmed by SDS-PAGE. IDH1 was concentrated using an 

Amicon® Ultra 10 kDa concentrator (Merck Millipore) to 13.1 mg/mL and stored 

in SEC buffer at -80 °C. Mass Spectrometry confirmed that the protein mass 

was as expected from the sequence.  

The optimised IDH1-R132H purification included an additional anion exchange 

step prior to SEC. HisTrap FF fractions were dialysed overnight against 50 mM 

HEPES, pH 8, 5 mM NaCl and subsequently loaded onto a ResourceQ ion 

exchange column equilibrated with 99.5% IEXA (50 mM HEPES pH 8) and 

0.5% IEXB (50 mM HEPES, pH 8, 1 M NaCl) at 2 mL/min and the flow through 

collected. SDS-PAGE analysis allowed selection of fractions containing IDH1 

but without the contaminant, which were subsequently pooled and subjected to 

size exclusion.  

7.2.3.3 Protein Mass Spectrometry 

Protein samples were submitted to Meirion Richards and Katia Grira, ICR, for 

intact LC-/MS to confirm the molecular weight (Appendix 8.2.3). LC-MS 

CHROMASOLV solvents, formic acid, or alternative eluent modifiers were 

purchased from Sigma Aldrich unless otherwise stated.  
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A custom 8 step, 0.2 µL injection program with water, methanol and acetonitrile 

washes of the samples were made onto a Security Guard C8 column cartridge 

(4 x 3 mm, AJO-4290, Phenomenex, Torrence, USA). The samples were 

refrigerated at 4 oC in a G1367B auto-sampler with G1330B thermostat module 

prior to injection. QuickShot chromatographic separation at 60°C was carried 

out using a 1200 Series HPLC (Agilent) over a 1 minute gradient elution. 

Sample was loaded onto the column cartridge using a G1312A binary pump 

dispensing a gradient from 95:5 to 10:90 water and acetonitrile (both modified 

with 0.1% v/v formic acid) at a flow rate of 3 mL/min. Between 0.3 and 0.6 

minutes a ten port column selection valve (G1316A column module) was used 

to reverse eluent flow through the column cartridge. During this stage, a 

second binary pump (G1312B SL) was used to elute protein off the cartridge 

using a gradient from 60:40 to 10:90 water and acetonitrile (both modified with 

0.1% formic acid) at a flow rate of 0.5 mL/min. The post column eluent flow was 

infused into a 6520 Series qToF mass spectrometer (G6520A) fitted with a dual 

ESI ionisation source (Agilent, Santa Clara, USA). LC eluent and nebulising 

gas was introduced into the grounded nebuliser with spray direction orthogonal 

to the capillary axis. The aerosol was dried by heated gas (10 L/min of nitrogen 

at 350 °C, 50 psi), producing ions by ESI. Ions entered the transfer capillary 

along which a potential difference of 4 kV was applied. The fragmentor voltage 

was set at 190 V and skimmer at 65 V. The signal was optimised by 

AutoTune.m. Profile mass spectrometry data was acquired in positive 

ionisation mode over a scan range of m/z 650-2000 (scan rate 1.0) with 

reference mass correction at m/z 922.009798 hexakis(1H,1H,3H-

perfluoropropoxy)phosphazene. Raw data was processed using Agilent 
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MassHunter Qualitative Analysis B.07.00. Masses calculated were consistent 

with the expected weight from the sequence. 

7.2.4 Protein characterisation by label-free thermal shift 

The ability of IDH1 variants to bind to co-factors NADP+ (IDH1-WT) or NADPH 

(IDH1-R132H variants) was shown by native thermal shift using Prometheus 

NT.48 (NanoTemper, München, Germany). IDH1 variants at 25 µM was mixed 

with co-factor at concentrations between 250 µM and 2 mM, in a buffer 

containing 75 mM HEPES pH 7.5, 100 mM NaCl and 1% v/v DMSO, and 10 µL 

added to nanoDSF Grade Standard Capillaries (NanoTemper). The 

temperature was increased from 20 °C to 95 °C over 75 minutes, and 

fluorescence measured at 330 nm and 350 nm.  

IDH1 stabilisation by substrates isocitrate for IDH1-WT and αKG for IDH1-

R132H was measured in the same way as above, using the same conditions 

and concentrations.  

7.2.5 SYPRO Orange thermal shift assays 

SYPRO Orange TSA experiments were completed using FrameStar 384-well 

PCR plates (4titude, Surrey, UK). Assay buffer was formed of 75 mM HEPES 

pH 7.5, 100 mM NaCl unless otherwise stated, and with varying DMSO 

concentrations as noted in individual sections. Plates were centrifuged at 172 x 

g after each addition to ensure proper mixing. The fluorescence signal was 

measured on a C1000 Thermal Cycler CFX384 Real-Time System (Bio-Rad, 

Hertfordshire, UK) between 10 °C and 95 °C in 0.5 °C steps. Data was 

analysed using Vortex (dotmatics, Hertfordshire, U.K.). 
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7.2.5.1 TSA to show ligand binding 

To each well, 1 µL ligand at fivefold the final concentration was added. 

Following this, 4 µL IDH1-R132H at 12.5 µM and 12.5 X SYPRO Orange 

(Sigma-Aldrich) with 2% v/v DMSO final subsequently added. NADPH and 

NADP+ were tested at concentrations between 0 and 1 mM. Substrates 

isocitrate and αKG were tested at concentrations between 0 and 1 mM, both in 

the presence and absence of 500 µM NADP+/H. Tool compounds AGI-5918 

and GSK-864 were tested at concentrations between 0 and 100 µM, also in the 

presence and absence of 500 µM NADPH for IDH1-R132H. GSK-864 was 

tested at against IDH1-WT at concentrations between 0 and 100 µM, also in 

the presence and absence of 500 µM NADP+. 

7.2.5.2 Fragment screen by SYPRO Orange TSA 

The primary fragment screen was performed with 7 µM IDH1-R132H together 

with 500 µM NADPH. Fragments were screened at 300 µM, with 15 nL of 

fragments from a 100 mM stock added to wells and backfilled to 100 nL. A 

multichannel pipette was used to add 2.5 µL of IDH1-R132H at 14 µM with 

NADPH at 1 mM to the plate, which was incubated at room temperature for 30 

minutes. Following this, 2.5 µL of 20 X SYPRO Orange was added. Final assay 

conditions were 7 µM IDH1-R132H, 500 µM NADPH, 300 µM fragment, 10 X 

SYPRO Orange. 

Confirmation experiments were conducted in the same way, but the fragments 

were pre-dispensed to give 100 µM, 300 µM and 450 µM final fragment 

concentrations in 2% v/v DMSO, and the IDH1-R132H was added in buffer with 

or without NADPH.  
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For investigation of IDH1-WT stabilisation, the assay was set up in the same 

was as described above, except for the 2.5 µL addition of IDH1-R132H with 

NADPH, which was replaced with 2.5 µL of IDH1-WT at 20 µM with 1 mM 

NADP+. 

7.2.5.3 Additive screen by SYPRO Orange TSA 

The 96 additives from the Solubility and Stability Screen (HR2-072, Hampton 

Research, Aliso Viejo, USA) were screened at a 1 in 10 dilution of the stock as 

recommended. To each well, 500 nL of additive was added with 2 µL IDH1-

R132H at 17.5 µM with 1.25 mM NADPH using a multi-channel pipette. 

Following 30 minutes incubation at room temperature, 2.5 µL of 20 X SYPRO 

Orange was added using a multi-channel pipette. Final conditions were 7 µM 

IDH1-R132H with 500 µM NADPH and 10 X SYPRO Orange. The additive 

concentration varied between 2 mM and 250 mM, or 0.5% and 15% v/v, 

depending on the initial formulation.  

7.2.6 Crystallisation  

7.2.6.1 IDH1-R132H variants 

Crystals were grown using the sitting drop method in 96-well, 3-drop SwissCi 

plates (Molecular Dimensions, Newmarket, UK) with 30 µL reservoir solution at 

12 °C. Well buffer containing 100 mM Tris pH 7, 24.5% w/v PEG5000MME and 

220 mM ammonium sulphate was dispensed using a Phoenix liquid handler 

(Art Robbins, Sunnyvale, USA). IDH1-R132H at 13.1 mg/mL was pre-incubated 

with 5 mM NADPH on ice for 4 hours in 20 mM Tris pH 7.5, 100 mM NaCl. 

Drops were formed of 0.15 µL IDH1-R132H with NADPH and 0.15 µL reservoir 

buffer and were made using a Mosquito (TTP Labtech, Hertfordshire, UK).  
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7.2.6.2 IDH1-WT 

Crystals were grown using the sitting drop method in 96-well, 3-drop SwissCi 

plates (Molecular Dimensions) with 30 µL buffer at 12 oC. Well buffer 

containing 100 mM BisTris pH 6.4, 21.5% w/v PEG5000MME and 220 mM 

ammonium sulphate was dispensed using a Phoenix liquid handler (Art 

Robbins). IDH1-WT at 12.9 mg/mL was pre-incubated with 5 mM NADP+ on ice 

for 4 hours in 20 mM Tris pH 7.5, 100 mM NaCl. IDH1-R132H seeds were 

made by collection of IDH1-R132H drops containing crystals grown as 

described above. This was then transferred to a Seed Bead™ (Hampton 

Research) microcentrifuge tube and vortexed to generate a seed stock, which 

was then diluted using reservoir buffer to a 1/10 and 1/100 stock.  Drops were 

formed of 0.15 µL IDH1-WT with NADP+ with 0.15 µL reservoir buffer and 25 

nL of IDH1-R132H seeds, and were made using a Mosquito (TTP Labtech).  

7.2.6.3 IDH1-R132H crystals for fragment screening 

Crystals were grown in 96-well, 3-drop SwissCi plates with 30 µL buffer at 12 

oC using sitting drop vapour diffusion method. Well buffer contained 100 mM 

Tris pH 6.9, 26% w/v PEG5000MME and 220 mM ammonium sulphate and 

was dispensed using a Hydra liquid handler (Art Robbins).  IDH1-R132H at 13 

mg/mL was pre-incubated on ice with 5 mM NADPH and 0.1 mM TCEP for 4 

hours in 20 mM Tris pH 7.5, 100 mM NaCl. Drops were formed of 0.15 µL 

IDH1-R132H with NADPH and 0.15 µL reservoir buffer and were made using a 

Mosquito (TTP Labtech).   
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7.2.7 Fragment soaking experiments with TSA fragment hits 

Fragment powders were dissolved in 100% v/v DMSO to 500 mM stocks, 

except for CCT242817, which was made to 250 mM. Fragment stocks were 

diluted with well buffer to 40% v/v DMSO final, and 0.1 µL was added to 0.3 µL 

crystal drops and incubated for one hour at room temperature before 

harvesting. 

7.2.8 Data collection, processing and structure solution  

Crystals were cryo-protected using Perfluoropolyether Cryo Oil (Hampton 

Research). Data sets were collected at the Diamond Light Source (Oxford, UK) 

on the beamlines indicated. Reflections were integrated using XDS203 or 

Xia2204, and scaled and merged with Aimless205.  Molecular Replacement was 

carried out using PHASER206 using the models indicated in Table 7.1.  The 

structures were refined in BUSTER176, 207 alternated with manual building 

rounds using COOT208. Ligand restraints were generated using Grade176 and 

CSDS209.  
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Table 7.1: Search models used for molecular replacement 

 

7.2.9 XChem Crystallography based fragment screen  

Crystals were harvested after two weeks growth. Plates were imaged using a 

ROCK IMAGER 1000 (FORMULATRIX, Bedford, USA) and drops ranked using 

TeXRank210. The 768 fragments from the DSi-Poised (DSiP) library were 

dispensed directly into crystallisation drops at a final concentration of 50 mM in 

10% v/v DMSO with an ECHO acoustic dispenser (Labcyte). Plates were 

subsequently incubated at room temperature for 1 hour before harvesting using 

a Shifter (Oxford Lab Technologies Ltd., Oxford, UK). No cryo-protectant was 

used.   

The XChem fragment screen is completed in three stages. The pre-run is used 

to investigate the robustness of the crystal system as well as DMSO tolerance 

to optimise soaking conditions and the requirements for cryo-protection.   

IDH1 Variant / soak Beamline MR model 

IDH1-R132H I03 PDB 4UMY156 with buffer and ligand 
molecules removed 

IDH1- I112A-R132H I03 
In house IDH1-R132H structure with 

removal of buffer and ligand molecules, 
and residues 110 – 125. 

IDH1-R132H-R338A I03 In house IDH1-R132H structure with buffer 
and ligand molecules removed 

IDH1-R132H-R338A I03 In house IDH1-R132H structure with buffer 
and ligand molecules removed 

IDH1-WT I04-1 PDB 1T09 with buffer and ligand 
molecules removed 

IDH1-R132H:CCT239686 I03 
In house IDH1-R132H structure with 

removal of buffer and ligand molecules, 
and residues 110 – 125. 

IDH1-R132H: CCT242817 I03 In house IDH1-R132H structure with buffer 
and ligand molecules removed 

IDH1-R132H:CCT242544 I03 
In house IDH1-R132H structure with 

removal of buffer and ligand molecules, 
and residues 110 – 125. 
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During the pre-run, a total of 158 unique fragments were dispensed, 151 from 

DSiP as well as 7 TSA hit fragments and 39 soaked with DMSO only, with 222 

datasets collected. In the second run, 316 fragments from the DSiP library and 

2 TSA hits, CCT242635 and CCT239559, were soaked, and 474 datasets were 

collected. During the final visit, 214 unique fragments from DSiP were 

dispensed and 214 datasets collected. Dr Matthew Rodrigues (ICR) harvested 

crystals during the final visit.  Data was collected un-attended on I04-1 at the 

Diamond Light Source. The pre-run utilised grid scanning to centre the crystals 

to the beam, but subsequent runs used loop centring to increase the 

throughput. Some datasets were collected twice, where loop centring failed. 

Diamond auto-processing results from XDS203 and Xia2204 were imported into 

XChemExplorer164, and the best dataset was selected by XChemExplorer 

based on Rmerge, completeness, I/σ(I) and CC1/2. Although the P43212 space 

group was pre-specified, the data was sometimes solved in P41212, and could 

not be corrected even with re-processing within XChemExplorer. Structures 

were solved by molecular replacement using Dimple. The search model was an 

in-house IDH1-R132H structure with NADPH retained. Chlorine and sulphate 

ions that are found forming the same interactions across multiple IDH1-R132H 

structures were also retained. Ligand restraints were generated using Grade176 

and CSDS209, or aceDRG178. 

For the PanDDA164 analysis,  a ground state map was optimised using 198 

high resolution IDH1-R132H structures from the XChem screen experiment 

that did not have a fragment bound and did not significantly deviate from the 

MR model. A ground state model was refined to fit the ground state map using 
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Refmac165 within the XChemExplorer interface and used to re-solve the soaked 

IDH1-R132H datasets.  

PanDDA162 was then used to identify bound fragments based on the deviation 

of the individual datasets from the ground state. Datasets are aligned in real 

space and the ground state is subtracted from each dataset. The deviation 

from the ground state at each voxel is calculated as a Z-score and visualised 

using a Z-map. Datasets with Z-scores greater than ± 3 are automatically 

reported, with subsequent de-convolution of 2mFo – DFc maps to generate an 

event map. Fragments are modelled into the event map using PanDDA Inspect 

and refined using Refmac. A combination the RSCC, RMSD, B-ratio and 

RSZO/OCC, and the Z- and PanDDA event maps were used to evaluate the 

fragment density. Auto-processing and PanDDA results from datasets where 

the PanDDA maps and statistics indicate fragment binding were exported for 

local refinement as described in Chapter 7.2.7.  

7.2.10 NADPH fluorescence assay 

NADPH fluorescence assays used black ProxiPlate-384 Plus F plates (Perkin 

Elmer). Fluorescence was measured on either an Envision 2103 (Perkin Elmer, 

Waltham, USA) or PHERAstar FSX (BMG Labtech, Ortenberg, Germany) as 

stated for each experiment, at excitation/emission wavelengths of 350/460 nm. 

Buffer was formed of 100 mM HEPES pH 7.5, 100 mM NaCl, 10 mM MgCl2, 

0.01% v/v Tween20 (Melford) and 0.5 mg/mL BSA (Sigma Aldrich) unless 

otherwise stated. DMSO concentration varied between experiments and is 
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noted individually. Plates were centrifuged at 172 x g after each addition to 

ensure proper mixing.  

7.2.10.1 Calibration Curve 

NADPH calibration curves were generated by diluting a 50 mM NADPH stock 

into a 12-point, three-fold concentration curve starting at 10 mM, and 10 µL of 

each concentration was added to wells in a in triplicate. Fluorescence was 

measured on Envision 2103 (Perkin Elmer). After the PHERAstar FSX (BMG 

Labtech) plate reader became available, this experiment was repeated and 

fluorescence measurements taken on both plate readers for comparison.  

7.2.10.2 IDH1-R132H assays  

7.2.10.2.1 NADPH Km 

For NADPH Km measurement, 5 µL IDH1-R132H at 40 nM and αKG at 10 mM 

was dispensed into wells. The control points were made in the same way, but 

with a buffer lacking the catalytic Mg2+.  The reaction was initiated with 5 µL of 

NADPH between 0 and 200 µM. Final assay conditions were 20 nM IDH1-

R132H with 5 mM αKG, 1 % v/v DMSO and NADPH concentration varying 

between 0 and 100 µM. Fluorescence was measured on an Envision 2103 

plate reader (Perkin Elmer) every 30 seconds for the first 30 minutes to obtain 

V0. The change in fluorescence was calculated by subtracting each time point 

from the control point. Kinetic parameters were calculated using GraphPad 

Prism 7.0a, by fitting to Michaelis-Menten model using equation 7.2. 

 
𝑌 =  𝑉𝑚𝑎𝑥 ∗

𝑋
𝐾𝑚 +  𝑋

 
Equation 7.2 
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7.2.10.2.2 αKG Km 

For αKG Km measurements, 5 µL IDH1-R132H at 40 nM with 100 µM NADPH 

was dispensed into wells. The control points were made in the same way, but 

with a buffer lacking the catalytic Mg2+.  The reaction was initiated with 5 µL of 

αKG at concentrations between 0 and 20 mM. Final assay conditions were 20 

nM IDH1-R132H with 100 µM NADPH and αKG between 0 and 10 mM, with 

1% v/v DMSO. Data was collected and processed as described above. 

7.2.10.2.3 Mg2+ Km  

For Mg2+ Km measurements, 5 µL IDH1-R132H at 40 nM with 200 µM NADPH 

and αKG at 10 mM was added to wells. The control points were made with the 

same IDH1-R132H and NADPH concentration, but without αKG. The reaction 

was initiated with 5 µL of Mg2+ between 0 and 250 mM. Final assay conditions 

were 20nM IDH1-R132H with 100 µM NADPH and 5mM αKG, with Mg2+ 

between 0 and 250 mM. Data was collected and processed as described 

above. 

7.2.10.2.4 DMSO tolerance 

Buffers were made as described in Section 7.2.10, with DMSO concentrations 

varying between 0% v/v and 5% v/v. These buffers were used to make stocks 

of IDH1-R132H at 40 nM with NADPH at 150 µM, and αKG at 1.6 mM. For 

each DMSO concentration, 5 µL of IDH1-R132H with NADPH was added to 

wells in triplicate, and the reaction initiated with 5 µL of αKG with the same 

DMSO concentration.  Data was collected and processed to calculate the V0 as 

described above. 
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7.2.10.2.5 IDH1-R132H titration  

IDH1-R132H concentrations were investigated between 100 nM and 20 nM in 

the presence of 100 µM NADPH and 800 µM αKG and 3% v/v DMSO. 

Reaction progression was monitored with measurements at 5 minute intervals 

on an Envision 2103 platereader (Perkin Elmer). The signal window was 

calculated as the reciprocal of the ratio of initiated to uninitiated reactions.  

7.2.10.2.6 NADPH titrations  

NADPH at a concentration of 75 µM was incubated with 20 nM IDH1-R132H, 

800 µM αKG and 3% v/v DMSO. Reaction progression was monitored with 

measurements at 5 minute intervals on an Envision 2103 plate reader (Perkin 

Elmer). Percentage conversion was calculated based on the calibration curve.  

7.2.10.2.7 Fragment IC50 measurements  

Fragments were dispensed into wells in a 10pt-concentration curve with twofold 

dilution starting at 3 mM. Subsequently, 5 µL of IDH1-R132H at 40 nM with 150 

µM NADPH were added to the plates, which were then incubated for 30 

minutes at room temperature. The reaction was then initiated with addition of 5 

µL αKG at 1.6 mM. Final reaction conditions were 20 nM IDH1-R132H, 75 µM 

NADPH (30-fold Km) and 800 µM αKG (equal to Km) and 3% v/v DMSO. Plates 

were incubated at room temperature for 45 minutes before reading on a 

PHERAstar FSX plate reader (BMG Labtech). The Z’ value were routinely 

calculated to be between 0.7 and 0.9 by Studies (dotmatics) as shown in 

equation 7.3, with an average signal to background ratio of 3.   
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 The IC50 values were also calculated by studies Studies (dotmatics) as shown 

in equation 7.4. The IC50 values were normalised to the positive and negative 

controls, for which the respective uninitiated and uninhibited reactions were 

used. The minimum and maximum values were constrained to 0% and 100% 

respectively where appropriate.  

Fragments were tested at 3 mM, 1.5 mM, 750 µM, 375 µM, 200 µM, 100 µM, 

50 µM, 25 µM, 12 µM and 6 µM, and wells were backfilled to 300 nL. 

	

7.2.10.2.8 Fragment Interference  

Fragments were dispensed into wells in the same concentration points as for 

the IC50 measurements. Subsequently, 10 µL of IDH1-R132H at 20 nM with 30 

µM NADPH were added to measure the impact of fragments on fluorescence at 

low signal, mimicking the end point of the reaction. Fluorescence was 

measured using a PHERAstar FSX plate reader (BMG Labtech). 

Concentrations for each fragment that showed greater than 110% of the control 

 
𝑍! =  1 −  

3(𝜎! +  𝜎!)
|𝜇! −  𝜇!|

 Equation 7.3 

where σ is the standard deviation, µ is the mean, p is the positive control and n is the 
negative control. 

 
𝑌 = 𝐵𝑜𝑡𝑡𝑜𝑚 +

 𝑇𝑜𝑝 − 𝐵𝑜𝑡𝑡𝑜𝑚

1 +  𝑋!"##$#%&'
𝐼𝐶50!"##$#%&'

 

 

Equation 7.4 

where the top is the maximal response (approximately 100%) and the bottom in the 
minimum response (approximately 0%).  
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signal were considered auto-fluorescent interferers and excluded during 

subsequent IC50 calculations. 

Interference was also measured in the presence of 75 µM NADPH to identify 

quenchers. Concentrations for each fragment that showed less than 90% of the 

control signal were considered quenchers and excluded during subsequent 

IC50 calculations. 

7.2.10.3 IDH1-WT fluorescence assay  

7.2.10.3.1 Isocitrate Km measurements  

A 100 mM isocitrate stock was diluted into a 10-point, twofold dilution series 

starting at 1 mM, and 5 µL of each concentration was added to wells. The 

reaction was initiated with 5 µL of IDH1-WT at 1 nM with 1 mMNADP+. Final 

assay conditions were 0.5 nM IDH1-WT with 500 µM NADPH, 1 % v/v DMSO 

and isocitrate between 0 and 1 mM. Fluorescence measurements were taken 

every 30 seconds for 20 minutes on a PHERAstar plate reader (BMG Labtech). 

Kinetic parameters were calculated as described above. 

7.2.10.3.2 NADP+ Km measurements  

A 50 mM NADP+ stock was diluted into a 10-point, twofold dilution series 

starting at 1 mM, and 5 µL of each concentration was added to wells. The 

reaction was initiated with 5 µL of IDH1-WT at 1 nM with 500 µM isocitrate. 

Final assay conditions were 0.5 nM IDH1-WT with 250 µM isocitrate and 1% 

v/v DMSO, and NADP+ between 0 and 1 mM. Data was collected and 

processed as described above. 
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7.2.10.3.3 Fragment IC50 measurements.  

Data was collected and measured in the same was as described for the IDH1-

R132H fragment IC50 measurements, with the following variations. The 

concentration of IDH1-WT used was 0.05 nM, with 500 µM NADP+ and 5 µM 

isocitrate, with a 10 µL reaction volume. To each well, 5 µL of IDH1-WT at  0.1 

nM and NADP+ at 1 mM was added, and the plate incubated for 30 minutes. 

The reaction was initiated with the addition of 5 µL of isocitrate at 10 µM. Plates 

were incubated at room temperature for 45 minutes before reading  

Final reaction conditions were 0.05 nM IDH1-WT, 500 µM NADP+ (30-fold Km) 

and 5 µM isocitrate (equal to Km) and 3% v/v DMSO.		

7.2.10.3.4 Fragment interference assay  

Data was collected and measured in the same was as described for the IDH1-

R132H fragment interference measurements, with the following variations. To 

investigate quenchers, 10 µL of IDH1-WT at 0.1 nM with 490 µM NADP+ and 

10 µM NADPH and 3% v/v DMSO was added to mimic the end point of the 

reaction. Concentrations for each fragment that showed less than 90% of the 

control signal were considered quenchers and excluded during subsequent 

IC50 calculations.  

To investigate auto-fluorescent interferers, 10 µL of IDH1-WT at 0.1 nM with 

500 µM NADP+ and 3% v/v DMSO was added to fragments to mimic the start 

point of the reaction. Concentrations for each fragment that greater than 110% 

of the control signal were considered auto-fluorescent interferers and excluded 

during IC50 calculations. 
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7.2.11 Kinetic characterisation of IDH1-R132H double mutants 

Kinetic parameters for NADPH and αKG were collected in the same way for 

IDH1-R132H-R338A and IDH1-R132H-R338T as for the single mutant IDH1-

R132H (see section 7.2.7.2.1 and 7.2.7.2.2). Corresponding kinetic parameters 

for IDH1-I112A-R132H were collected with 100 nM enzyme instead of 20 nM, 

but all other conditions were maintained the same. 

7.2.12 Compound Mass spectrometry 

LC/MS analysis was performed on an Agilent 1200 series HPLC and diode 

array detector coupled to a 6210 time of flight mass spectrometer with dual 

multimode APCI/ESI source. Analytical separation was carried out at 40 °C on 

a Merck Chromolith Flash column (RP-18e, 25 x 2 mm) using a flow rate of 1.5 

mL/min in a 2 minute gradient elution with detection at 254 nm. The mobile 

phase was a mixture of methanol (solvent A) and water (solvent B), both 

containing formic acid at 0.1% v/v. Gradient elution was as follows: 5:95 (A/B) 

to 100:0 (A/B) over 1.25 min, 100:0 (A/B) for 0.5 min, and then reversion back 

to 5:95 (A/B) over 0.05 min, finally 5:95 (A/B) for 0.2 minutes.  



 208 

Chapter 8:  Appendix  

8.1 in silico analysis  

8.1.1 Roc curves and randomised Roc curves for properties 

identified as being significant 
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Figure A.1: ROC curves of properties identified as showing a statistically significant difference between 
test and training sets and used to build the ligandability predictor. ROC curves from randomisation shown 
the right. Plots made in R using pRoc. 
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8.1.2 Summary statistics for pocket properties 

 

Table A.1: Summary of statistics for all investigated pocket properties. Properties highlighted in blue 
were used to define the ligandability profile 

Property Welch's T-test P-value KS test P-value ROC test AUC %

ACC_BUR_VERT_RATIO 0.96 0.39 54.35

ACC_RATIO 0.024 0.12 68.39
ACC_VERTICES 0.00009 0.0091 80.4

ANDREWS_ENERGY 0.014 0 88.94

BETA_SHEET 0.33 0.23 59.08

BUR_VERTICES 0 0 91.71

GAP 0.00018 0.0089 81.35

HP_RATIO 0.096 0.0121 79.86

HB_ACCEPTOR 0.29 0.57 64.27

HB_DONOR 0.31 0.81 63.45

HP_BOTH 0.31 0.81 62.05

HELIX 0.054 0.07 71.71

HOT_FRACTION 0.37 0.59 62.16

LONG_AXIS 0.53 0.0086 59.71

LOOP 0.28 0.55 61.91

MAX_DEPTH 0.28 0 65.56

MEAN_AXIS 0.74 0.0008 62.03

NRM_HYD_RATIO 0.69 0.72 56.56

NRM_POLAR_RATIO 0.00062 0.023 77.64

PCA_X 0.016 0.0373 76.44

PCA_Y 0.0061 0.0059 80.33

PCA_Z 0.00514 0.0035 81.44

POCKET_SIZE 0.059 0.0012 81.61

TEMP_RATING 0.79 0.71 61.54

TURN 0.29 0.46 65.23

VOL_RATIO 0.028 0 80.97
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8.1.3 Pockets identified with ligandable secondary sites  

  

Protein Family Average 
Resolution

Expression 
System

Druggable 
snapshots

Total 
number of 
structures

Mutation 
enrichment

Sequence 
conservation

Literature evidence and 
comments

ABL1 TYR KINASE 2 Spodoptera 
frugiperda 1 50 2.02 0.7 Myristoyl binding site - known 

secondary site

ABL2 TYR KINASE 2 Spodoptera 
frugiperda 1 9 0.49 1 No literature evidence.

BCL2 Bcl 22 E. coli 1 22 0.75 0.87 No literature evidence.

BLM HELICASE 2.7 E. coli 1 8 3.22 0.76
No literature evidence. Close 
to DNA binding site; may be 

construct artefact

BRAF SER/THR KINASE 3
Spodoptera 
frugiperda /    

E. coli
3 59 0.39 1

No literature evidence. 
Proximal to active site; pocket 

definition covers V600E

CARD11 CARD 1.79 E. coli 1 2 1.13 0.91 No literature evidence. May be 
Bcl10 interaction site

CBL RING E3 LIGASE 2.1 E. coli 2 21 1.57 0.88
No literature evidence. 

Proximal to peptide binding 
site

CBL RING E3 LIGASE 2.1 E. coli 1 21 0.47 1
No literature evidence. 

Proximal to peptide binding 
site

DDB2 DNA damage binding 2.4 Trichoplusia 
ni 3 4 1.63 1 No literature evidence.

EGFR TYR KINASE 2.5 Spodoptera 
frugiperda 17 144 1.07 0.81

No literature evidence. Directly 
opposite active site; may be 

construct artefact

ESR1 NUCLEAR RECEPTOR 2.2 E. coli 50 193 1.68 0.96

No literature evidence. Close 
to ligand binding site; not AF-2. 

Also predicted druggable in 
other NR3

EZR PEPTIDE BINDING 2 E. coli 1 4 0.34 0.72 No literature evidence.

FGFR2 RECEPTOR PROTEIN 
TYROSINE KINASE 2.3 E. coli 1 41 0.57 1 No literature evidence.

FHIT PHOSPHATASE 2.2 E. coli 4 8 0.94 1 No literature evidence.

FLT3 RECEPTOR PROTEIN 
TYROSINE KINASE 3 Trichoplusia 

ni 1 7 0.81 0.87 No literature evidence.

FNBP1 MEMBRANE BINDING 2.6 None (cell 
free 1 1 0.91 0.83 No literature evidence.

HRAS GTPASE 1.7 E. coli 21 135 0.92 0.43 No literature evidence.

IDH1 DEHYDROGENASE 2 E. coli 1 18 1.54 0.82
Known secondary site. 

Changes ligation of catalytic 
Mg ion.

IDH1 DEHYDROGENASE 2 E. coli 1 18 0.70 0.93

Literature evidence: potential 
regulatory site. Changes 

conformation between active 
and inactive

IKBKB SER/THR KINASE 2.6 Spodoptera 
frugiperda 1 5 1.66 0.92 No literature evidence.
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Table A.2: Summary of 56 cancer-associated targets with novel secondary sites predicted to be 
ligandable. Validated secondary sites are highlighted in blue, while those shortlisted for experimental 
investigation are highlighted in red.  

Protein Family Average 
Resolution

Expression 
System

Druggable 
snapshots

Total 
number of 
structures

Mutation 
enrichment

Sequence 
conservation

Literature evidence and 
comments

ITK TYR KINASE 1.6 Spodoptera 
frugiperda 2 9 0.56 0.94 Known secondary site

KEAP1 E3 LIGASE ADAPTOR 2.2 E. coli 5 35 1.20 0.95 No literature evidence.

KRAS GTPASE 1.4 E. coli 33 41 0.20 0.94 Known secondary site

MAP2K1 SER/THR KINASE 2.2 E. coli 1 39 0.55 1 Known secondary site

MAP2K4 SER/THR KINASE 2.7 E. coli 1 3 0.60 1 No literature evidence.

MTOR PI3/PI4 KINASE 3 E. coli 2 19 0.69 0.92 No literature evidence.

MYO5A ATP-BINDING 2 E. coli 1 5 0.57 0.71 No literature evidence.

PIK3CA PI3/PI4 KINASE 2.7 Spodoptera 
frugiperda 3 21 0.19 0.83

No literature evidence. Some 
structures of PIK3CA show 
pocket occluded by His-tag. 
Suggests peptide binding 

function

PIK3CG PI3/PI4 KINASE 2.7 Spodoptera 
frugiperda 24 89 0.87 0.96 No literature evidence, but 

same pocket as PIK3CA

PIM1 SER/THR KINASE 2.3 E. coli 1 119 1.32 0.87
No literature evidence. 

Proximal to primary site, 
includes DFG loop

RET RECEPTOR PROTEIN 
TYROSINE KINASE 2.5 Cricetulus 

griseus 1 15 0.12 0.76 No literature evidence.

RUNX1 TRANSCRIPTION 
FACTOR 2.6 E. coli 1 5 0.53 1 No literature evidence.

SMAD4 DNA BINDING 2.5 E. coli 2 2 0.71 1 No literature evidence.

SPOP BTB-POZ ADAPTOR 2 E. coli 1 14 0.32 0.94
No literature evidence. Cluster 

= 1 - can this be considered 
enrichment

STAT6 TRANSCRIPTION 
FACTOR 2.7 E. coli 1 6 0.71 0.95 No literature evidence.

TP53 TRANSCRIPTION 
FACTOR 2.5 E. coli 1 162 0.90 1

Involved in aggregation. 
Formed by steric zipper region 

required for aggregation

TRIM33 E3 LIGASE 2.7 E. coli 5 5 0.24 0.86 No literature evidence.

VHL E3 LIGASE ADAPTOR 2.3 E. coli 5 25 1.01 1
No literature evidence. 

Interface of CUL2, ElonginC 
and VHL

WIF1 RECEPTOR	BINDING	 2 H.	Sapiens 1 5 1.54 1 No literature evidence.
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8.1.4 Roc curves for sequence conservation 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

8.1.5 Publically available IDH1 structures by variant and 

conformation 

Table A.3: Breakdown of crystal structures deposited in the PDB when triaging was completed. There 
are now 95 chains from 35 crystal structures available in the PDB; the updated breakdown is in 
parenthesis, showing the recent interest in inhibition of the IDH1-R132H mutant protein. The novel 
secondary site in IDH1-R132H was predicted to be ligandable in one chain of the inactive conformation, 
representing 25% of the available structures.  

Figure A.2: Roc curve for conservation score as calculated the canSAR3D pipeline. The initial cut-
off identified was at 0.9. However, the primary site is known to show high levels of sequence 
conservation, with functional secondary sites thought to show lower levels of conservation. A 
threshold of 0.7 (70%) was selected. Plot made in R using pROC. 
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8.1.6 Sequence conservation of mammalian IDH enzymes  
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Figure A.3: IDH1 sequence alignments were generated using curated mammalian homologues in 
SwissProt4. Overall sequence identify between the eight homologues is 90%. 
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8.2 in vitro investigation 

8.2.1 Coding sequences and primers  

8.2.1.1 His6-IDH1-WT sequence  

MGHHHHHHSSGVDLGTENLYFQGMSKKISGGSVVEMQGDEMTRIIWELIKEKLIFPYVELDLH

SYDLGIENRDATNDQVTKDAAEAIKKHNVGVKCATITPDEKRVEEFKLKQMWKSPNGTIRNILG

GTVFREAIICKNIPRLVSGWVKPIIIGRHAYGDQYRATDFVVPGPGKVEITYTPSDGTQKVTYLV

HNFEEGGGVAMGMYNQDKSIEDFAHSSFQMALSKGWPLYLSTKNTILKKYDGRFKDIFQEIYD

KQYKSQFEAQKIWYEHRLIDDMVAQAMKSEGGFIWACKNYDGDVQSDSVAQGYGSLGMMTS

VLVCPDGKTVEAEAAHGTVTRHYRMYQKGQETSTNPIASIFAWTRGLAHRAKLDNNKELAFFA

NALEEVSIETIEAGFMTKDLAACIKGLPNVQRSDYLNTFEFMDKLGENLKIKLAQAKL 

Hexa-histidine tag and TEV cleavage site are underlined. 

 

 

 

Construct Primer 

R132H 
F 5’ CCAATCATTATTGGCCATCACGCATACGGCGACCAATACCGC 3’ 

R 5’ GCGGTATTGGTCGCCGTATGCGTGATGGCCAATAATGATTGG 3’ 

R338A 
F 5'-GCGAGCATTTTTGCATGGACTGCCGGTCTGGCCC-3' 

R 5'-GGGCCAGACCGGCAGTCCATGCAAAAATGCTCGC-3' 

R338T 
F 5'-GCGAGCATTTTTGCATGGACTACCGGTCTGGCCC-3' 

R 5'-GGGCCAGACCGGTAGTCCATGCAAAAATGCTCGC-3' 

I112A 
F 5’-CGTGGAATATTCTTACAAATGGCAGCTTCGCGGAATACCGTTCC-3’ 

R 5’-GCAACGGTATTCCGCGAAGCTGCCATTTGTAAGAATATTCCACG -3’ 

Table A.4: Primers used for site directed mutagenesis. Site of mutation is underlined. 



217 

8.2.2 Expression tests 

 

 

 

Figure A.4: Representative expression tests of IDH1 variants as described in section 7.2.3.1, but with 
BugBuster® (Merck millepore) used to lyse samples instead of sonication. Pre-induced samples were 
taken before the addition of IPTG, wile the induced samples were taken following 18 hours expression 
at 18oC. 
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8.2.3 Mass spectrometry of IDH1 variants 

  

Figure A.6: De-convoluted spectrum of IDH1-WT; molecular weight of major peak is measured at 46,716 
Da, as expected based on the primary sequence. 

Figure A.5: De-convoluted spectrum of IDH1-R132H; molecular weight of major peak is measured at 
46,697 Da, as expected based on the primary sequence. 
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Figure A.8: De-convoluted spectrum of IDH1-I112A-R132H. The molecular weight of the major peak is 
measure at 46,656 Da, as expected based on the primary sequence. 

Figure A.7: De-convoluted spectrum of IDH1-R132H-R338T. The molecular weight of the major peak 
is measure at 46,643 Da, as expected based on the primary sequence. 
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Figure A.9: De-convoluted spectrum of IDH1-R132H-R338A; molecular weight of major peak is 
measured at 46,612 Da, as expected based on the primary sequence. 
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8.2.4 Label-free TSA using Prometheus for IDH1 variant 

characterisation 

These experiments were run the same way as for the IDH1-R132H variant 
characterisation, as described in Chapter 3.2.2 and Chapter 7.2.4 .  
 

Figure A.11: Native thermal shift of IDH1-R132H-R338A double mutant with increasing concentrations 
of NADPH. NADPH absorbance is maximum at 350 nm, leading to a decrease in overall fluorescence 
with increasing NADPH concentrations 
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Figure A.10: Native thermal shift of IDH1-R132H-R338T double mutant with increasing concentrations of 
NADPH. NADPH absorbance is maximum at 350 nm, leading to a decrease in overall fluorescence with 
increasing NADPH concentrations 
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Figure A.12: Native thermal shift of IDH1-I112A-R132H double mutant with increasing concentrations of 
NADPH. NADPH absorbance is maximum at 350 nm, leading to a decrease in overall fluorescence with 
increasing NADPH concentrations 
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8.2.5 SYPRO Orange TSA  

8.2.5.1 Investigation of the impact of salt concentration on IDH1-R132H 

stability  

To investigate the impact of salt concentration on IDH1-R132H for optimisation 

of ion exchange purification, a KCl, (NH4)2SO4 and NaCl at a range of 

concentrations was investigated by SYPRO Orange TSA. The experiment was 

carried out as described in Chapter 7.2.5, and as described below. An IDH1-

R132H stock at 70 µM with 2 mM NADPH and 100 X SYPRO Orange was 

made in 100 mM HEPES with 75 mM NaCl. A series of buffers were made with 

100 mM HEPES and either KCl, (NH4)2SO4 or NaCl at a range of 

concentrations between 0 and 500 mM. To each well, 0.5 µL of the IDH1-

R132H stock was added, followed by 4.5 µL of varying buffer.  
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Figure A.13: SYPRO-Orange thermal shift investigation of effect of salt on IDH1-R132H stability. 
Increasing concentrations of all salts tested resulted in a decrease in protein stability. This 
observation aided in the design of the anion exchange step during optimisation of IDH1-R132H 
purification. 
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8.2.5.2 Investigating differences in ΔTm for IDH1 variants by NADP+/H 

The ability of both oxidised and reduced co-factor to stabilise IDH1-WT and 

IDH1-R132H was also investigated (Section 7.2.4.2). Both variants show larger 

ΔTm values for NADPH than NADP+. The reason for this is unclear. Despite 

this, I chose to use NADP+ with IDH1-WT, as this is the natural co-factor.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure A.14: SYPRO-Orange thermal shift assay investigating stabilisation of IDH1-WT by 
oxidised and reduced cofactor 
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Figure A.15: SYPRO-Orange thermal shift assay investigating stabilisation of IDH1-R132H by 
oxidised and reduced co-factor 
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8.2.6 Compound mass spectrometry  

Selected compounds were analysed by LC/MS according to a general protocol 

described in Section 7.2.11.  

 

 

 
  

Figure A.16: Mass spectrometry analysis of CCT242817 shows a base peak at 289 that is consistent with 
the expected mass of the fragment. The lower molecular weight species (242) is too large to correspond 
to the fluorophenyl-piperazine ring that is osberved in the crystal structure.  

Figure A.17: Mass spectrometry analysis of potent analogue CCT374509, synthesised by Sandra Codony 
Gisbert and Rosemary Huckvale. This compound is pure, giving confidence in the biochemical IC50. 
Reaction 34 
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8.2.7 Crystallographic refinement statistics tables 

  

  

 

 

 

 

 

 

 

 

 

 

Table A.5: Statistics for NADP+/H-bound IDH1-WT and IDH1-R132H  

 a  Values in parentheses are for the highest resolution shell. 

b Half-dataset correlation coefficient, see: Karplus, P. A.; Diederichs, K. Linking crystallographic model 
and data quality. Science 2012, 336, 1030−1033 

Protein construct IDH1-WT: NADPH IDH1-R132H: NADPH

Crystal
Space group P 43 21 2 P 43 21 2
Unit cell dimensions (a/b/c in Å) 81.85/81.85/308.79 81.08/81.08/305.09
Unit cell angles (α/β/γ in °) 90.00/90.00/90.00 90.00/90.00/90.00

Data collection and processing
Beamline DLS I04-I DLS I03
Wavelength (Å) 0.92819 0.97625
Integration program XDS XDS
Reduction program AIMLESS AIMLESS
Resolution range 49.30 – 1.85 48.75 – 1.89
Number of unique reflections a 90934 (4410) 82691 (4468)
Completeness a 99.2 (100) 99.3 (100)
Redundancy a 10.3 (8) 10.7 (9.2)
Rmerge (%) a 6.0 (155.3) 9.4 (211.6)
I/σ(I) a 60.2 (1.2) 40.6 (1.1)
CC1/2 

a, b 1.000 (0.401) 0.999 (0.335)

Refinement
Program BUSTER BUSTER
Rwork (%) 18 16.9
Rfree (%) 20.7 19.8
Number of residues 1631 1554
Number of water molecules 838 749
Average B-factor (Å2) 46.22 47.24
Ramachandran favoured (%) 97.8 97.05
Ramachandran outliers (%) 0 0
RMSD bonds (Å) 0.01 0.01
RMSD angles (°) 1.57 1.62
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Table A.6: Statistics for NADPH-bound IDH1-R132H in complex with CCT242817 and CCT239686, 

a  Values in parentheses are for the highest resolution shell. 

b Half-dataset correlation coefficient, see: Karplus, P. A.; Diederichs, K. Linking crystallographic model 
and data quality. Science 2012, 336, 1030−1033 

c Fragment RSCC is calculated by MolProbity5 

Protein construct IDH1-R132H: NADPH: 
CCT242817

IDH1-R132H: NADPH: 
CCT239686

Crystal

Space group P 43 21 2 P 43 21 2
Unit cell dimensions (a/b/c in Å) 80.73/80.73/306.64 82.88/82.88/305.95
Unit cell angles (α/β/γ in °) 90.00/90.00/90.00 90.00/90.00/90.00

Data collection and processing

Beamline DLS I03 DLS I03

Integration program XIA2 DIALS XIA2 DIALS
Reduction program AIMLESS AIMLESS
Resolution range 48.83 – 2.50 49.02 – 2.50

Number of unique reflections a 36358 (6523) 37937 (4193)

Completeness a 98.7 (100) 99.5 (100)

Redundancy a 7.1 (7.2) 20.6 (16.6)

Rmerge (%) a 18.3 (199) 22 (226.5)

I/σ(I) a 19.4 (1.3) 19.2 (1.7)

CC1/2 
a, b 0.997 (0.321) 0.992  (0.639)

Refinement

Program BUSTER BUSTER
Rwork (%) 0.201 0.2
Rfree (%) 0.247 0.25
Number of residues 778 1017
Number of water molecules 103 222

Average B-factor (Å2) 71.35 72.24
Ramachandran favoured (%) 96.07 96.22
Ramachandran outliers (%) 0
RMSD bonds (Å) 0.014 0.014
RMSD angles (°) 1.74 1.86
Fragment RSCC 0.799 0.856

Wavelength (Å) 0.9762 0.9762
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Protein construct IDH1-R132H:NADPH: 
CCT239544

IDH1-R132H:NADPH: 
CCT242635

Crystal

Space group P 43 21 2 P 43 21 2
Unit cell dimensions (a/b/c in Å) 80.82/80.82/306.52 82.01/82.01/305.85
Unit cell angles (α/β/γ in °) 90.00/90.00/90.00 90.00/90.00/90.00

Data collection and processing

Beamline DLS I03 DLS I04-I
Wavelength (Å) 0.97623 0.92819
Integration program XIA2 DIALS DIALS
Reduction program AIMLESS AIMLESS
Resolution range 80.82-2.13 49.30 – 2.3

Number of unique reflections a 58192 (2692) 61752 (4857)

Completeness a 100 (95.8) 100 (100)

Redundancy a 12.4 (13) 7.5 (6.8)

Rmerge (%) a 0.1471 (0.8691) 5.2 (208.2)

I/σ(I) a 9.8 (1.8) 33.7 (1.3)

CC1/2 
a, b 0.995 (0.6) 0.989 (0.788)

Refinement

Program BUSTER BUSTER
Rwork (%) 18.9 20.3
Rfree (%) 22.1 23.3
Number of residues 778 785
Number of water molecules 522 373

Average B-factor (Å2) 48.75 77.5
Ramachandran favoured (%) 97.04 96.11
Ramachandran outliers (%) 0 0
RMSD bonds (Å) 0.014 0.014
RMSD angles (°) 1.701 1.754

Fragment RSCC c 0.779 0.856

Table A.7: Statistics for NADPH-bound IDH1-R132H in complex withCCT239544 and 
CCT242635 

a  Values in parentheses are for the highest resolution shell. 

b Half-dataset correlation coefficient, see: Karplus, P. A.; Diederichs, K. Linking crystallographic model 
and data quality. Science 2012, 336, 1030−1033 

c Fragment RSCC is calculated by MolProbity5 
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Table A.8: Statistics for NADPH-bound IDH1-R132H in complex with CCT370971 and CT370970. 

a  Values in parentheses are for the highest resolution shell. 

b Half-dataset correlation coefficient, see: Karplus, P. A.; Diederichs, K. Linking crystallographic model 
and data quality. Science 2012, 336, 1030−1033 

c Fragment RSCC is calculated by MolProbity5 

Protein construct IDH1-R132H: NADPH:   
CCT370970

IDH1-R132H: NADPH: 
CCT370971

Crystal
Space group P 43 21 2 P 43 21 2
Unit cell dimensions (a/b/c in Å) 82.59/82.59/306.59 82.62/82.62/305.59
Unit cell angles (α/β/γ in °) 90.00/90.00/90.00 90.00/90.00/90.00

Data collection and processing
Beamline DLS I04-I DLS I04-1
Wavelength (Å) 0.92819 0.91587
Integration program XDS DIALS
Reduction program AIMLESS AIMLESS
Resolution range 49.23 (2.55) 49.14 (2.50)
Number of unique reflections a 35889 (4310) 37902 (4164)
Completeness a 100 (100) 100 (100)
Redundancy a 13.0 (13.3) 19.0 (19.8)
Rmerge (%) a 14.3 (258.6) 11.7 (232.5)
I/σ(I) a 11.1 (1.0) 14.7 (1.5)
CC1/2 

a, b 0.997 (0.611) 0.999 (0.714)

Refinement
Program BUSTER BUSTER
Rwork (%) 18.9 20.3
Rfree (%) 23.8 24.3
Number of residues 772 772
Number of water molecules 273 257
Average B-factor (Å2) 79.5 81.06
Ramachandran favoured (%) 95.85 96.50
Ramachandran outliers (%) 0 0
RMSD bonds (Å) 0.015 0.014
RMSD angles (°) 1.807 1.792
Fragment RSCCc 0.73 0.70
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Table A.9: Statistics for IDH1-R132H+NADPH in complex with Trp205 stacking fragments CCT371098 
and CCT154567  

a  Values in parentheses are for the highest resolution shell. 

b Half-dataset correlation coefficient, see: Karplus, P. A.; Diederichs, K. Linking crystallographic model 
and data quality. Science 2012, 336, 1030−1033 

c Reported fragment RSCC was calculated by MolProbity. 

Protein construct IDH1-R132H: NADPH: 
CCT371098

IDH1-R132H: NADPH: 
CCT154567

Crystal
Space group P 43 21 2 P 43 21 2
Unit cell dimensions (a/b/c in Å) 81.47/81.47/305.56 82.38/82.38/299.39
Unit cell angles (α/β/γ in °) 90.00/90.00/90.00 90.00/90.00/90.00

Data collection and processing
Beamline DLS I04-1 DLS I04-I
Wavelength (Å) 0.91587 0.9159
Integration program XDS XDS
Reduction program AIMLESS AIMLESS
Resolution range 48.75 – 2.20 49.90 – 2.75
Number of unique reflections a 52034 (4417) 27957 (3945)
Completeness a 100 (99.9) 100 (100)
Redundancy a 12.7 (12.6) 7.5 (6.8)
Rmerge (%) a 15.8 (283.1) 19.0 (268.6)
I/σ(I) a 8.6 (0.9) 9.0 (0.9)
CC1/2 

a, b 0.998 (0.472) 0.998 (0.541)

Refinement
Program BUSTER BUSTER
Rwork (%) 19.9 20.4
Rfree (%) 23.9 24.8
Number of residues 776 777
Number of water molecules 367 75
Average B-factor (Å2) 60.48 80.14
Ramachandran favoured (%) 97.94 96.27
Ramachandran outliers (%) 0 0
RMSD bonds (Å) 0.014 0.014
RMSD angles (°) 1.745 1.835
Fragment RSCCc 0.83 0.85
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Table A.10: Statistics for IDH1-R132H+NADPH in complex with Trp205 stacking fragment 
CCT373604 

a  Values in parentheses are for the highest resolution shell. 

b Half-dataset correlation coefficient, see: Karplus, P. A.; Diederichs, K. Linking crystallographic model 
and data quality. Science 2012, 336, 1030−1033 

c Reported fragment RSCC was calculated by MolProbity. 

 

Protein construct IDH1-R132H: NADPH: 
CCT373604

Crystal
Space group P 43 21 2
Unit cell dimensions (a/b/c in Å)
Unit cell angles (α/β/γ in °) 90.00/90.00/90.00

Data collection and processing
Beamline DLS I04-I
Wavelength (Å) 0.92819
Integration program XDS
Reduction program AIMLESS
Resolution range 48.50 - 2.80
Number of unique reflections a 25756 (3364)
Completeness a 100 (100)
Redundancy a 12.8 (12.9)
Rmerge (%) a 24.3 (298.6)
I/σ(I) a 9.5 (1.0)
CC1/2 

a, b 0.997 (0.380)

Refinement
Program BUSTER
Rwork (%) 19.1
Rfree (%) 24.1
Number of residues 778
Number of water molecules 136
Average B-factor (Å2) 75.07
Ramachandran favoured (%) 96.41
Ramachandran outliers (%) 0
RMSD bonds (Å) 0.014
RMSD angles (°) 1.75
Fragment RSCCc 0.72
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8.2.8 XChem fragment screening 

8.2.8.1 PanDDA hit statistics for the novel secondary site 

 

8.2.8.2 PanDDA hits for the known allosteric site 

 

Fragment Resolution 
PanDDA maps Fit to normal maps 

IC50 (µM) 
1-BDC Z-peak RSCC RSZO/OCC B-factor Ratio RMSD 

CCT333387 2.62 0.22 5.2 0.83 0.3 1.4 0.53 640 ± 33 

CCT370976 2.47 0.39 5 0.91 0.5 1.33 0.65 2592 ± 280 

CCT370981 2.47 0.39 5.1 0.74 0.6 1.5 0.61 1612 ± 118 

CCT371096 2.57 0.32 6 0.86 0.2 1.48 0.74 Interferer 

CCT371097 2.57 0.32 3.9 0.83 0.25 1.76 0.49 21% at 3mM 

 

 

 

Fragment Resolution 
PanDDA maps Fit to normal maps Binding 

Mode 1-BDC Z-peak RSCC RSZO/OCC B-factor Ratio RMSD 

CCT370971 2.42 0.45 4.3 0.68 1.33 1.4 0.19 Singlet 

CCT370970 2.47 0.37 4 0.67 0.81 1.5 0.77 Singlet 

CCT371095 2.63 0.34 4.7 0.82 0.5 1.28 0.4 Glu361 

CCT370974 2.52 0.31 5.6 0.81 0.81 0.96 0.2 Glu361 

CCT371098 2.22 0.42 6.4 0.5 0.57 1.24 0.27 Trp205 

CCT154567 2.72 0.55 6.3 0.64 0.92 1.0 0.45 Trp205 

CCT373604 2.8 0.51 3.8 0.57 1.1 1.02 0.21 Trp205 

CCT372954 2.82 0.54 5.4 0.63 0.8 0.9 0.26 Trp205 

CCT370974 2.82 0.38 8.6 0.87 0.8 1.81 5.87 Loop 

CCT370982 2.38 0.46 5.4 0.58 0.29 0.97 0.37 Loop 

CCT370980 2.67 0.4 4.3 0.59 1.2 1.4 2 Loop 

CCT370978 2.02 0.44 6.1 0.59 0.38 1.65 1.01 Loop 

CCT370979 2.67 0.42 4.8 0.78 0.48 1.1 1.47 Loop 

CCT370972 2.22 0.46 4 0.62 1.36 1.31 1.57 Loop 

Table A.11: PanDDA statistics for XChem fragments identified binding to the novel secondary site 

Table A.12: PanDDA statistics and measured IC50 values for XChem fragment hits targeting the 
known allosteric site. The IC50 values reported are against IDH1-R132H and are the mean of 
three biological repeats, with the standard deviation. 
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Figure A.18: Comparison of PanDDA maps (left) and 2mFo - DFc maps (right). A) CCT333387; B) 
CCT370976; C) CCT370981; D) CCT371096; E) CCT371097. PanDDA maps are contoured to the 1-
BDC (absolute)  
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8.3 Introduction to Crystallography  

X-ray crystallography is currently the most commonly used technique for 

protein structure determination211. It is the preferred method for investigation of 

protein-ligand interactions as it provides structural information for both receptor 

and ligand at near atomic resolution. Solving a protein crystal structures has 

multiple steps, as outlined below, and in many introductory texts and reviews3, 

212, 213. 

8.3.1 Crystallisation  

Production of well ordered, diffracting crystals is a pre-requisite for protein 

crystallography, and remains a major bottleneck214. Vapour diffusion is one of 

the main techniques used to produce crystals. Crystallisation drops are formed 

of a mix of concentrated protein and crystallisation solution, placed in a sealed 

container next to a well of crystallisation solution. As the concentration of 

precipitant is lower in the drop, water diffuses from the drop to the well as 

Figure A.19: Protein crystallisation phase diagram based on protein and precipitating concentration, 
two of the most commonly varied parameters. The protein is initially in the unsaturated zone; as 
vapour diffusion occurs, both protein and precipitant concentrations increase, until it reaches the 
nucleation zone. Nucleation reduces the protein concentration but maintains the precipitant 
concentration such that the system reaches the metastable zone in which crystals can form. Adapted 
from Chayen, N. E., 19921-3 
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vapour, progressively increasing the concentration of both protein and 

precipitant in the well. The process of vapour diffusion can be described using 

a phase diagram. 

The phase diagram in Figure A.19 is based on two of the most commonly 

varied parameters, protein and precipitant concentrations. Initially, the protein 

is in the unsaturated zone, where the protein is soluble. As vapour diffusion 

occurs, protein and precipitant concentrations are both increased until the 

nucleation zone is reached. Nucleation of protein crystals results in a drop in 

protein concentration whilst maintaining the precipitant concentration, allowing 

access to the metastable zone and the subsequent growth of crystals from the 

nuclei. Buffer type, pH, salt concentration, precipitant concentration, presence 

of additives, drop size, well volume and drop ratio are all common parameters 

varied to optimise crystallisation. Once protein crystals have been obtained, 

they are harvested using crystal-mounting loops, cryo-cooled in liquid nitrogen, 

and mounted on a goniometer head for data collection. As the cryo-cooling 

process can induce the formation of ice crystals, protein crystals often have to 

be cryo-protected before freezing, whether by addition of cryoprotectant directly 

into the crystallisation drops, or by transfer to a cryoprotectant-containing 

solution before freezing. The most common cryoprotectants are Glycerol and 

Ethylene-glycol, though many other soluble chemicals such as alcohols, 

polymers and sugars can also be used, as well as oils to get rid of the aqueous 

solvent surrounding the crystals. 

 



237 

8.3.2 X-ray diffraction 

 

For data collection, crystals are exposed to X-rays – high-energy 

electromagnetic radiation. Whilst most incident X-rays will pass directly through 

the crystals, some are diffused by the electrons of atoms in the crystal. As 

crystals are constituted of 3D repetitions of the same molecules with the same 

orientation, this creates sets of parallel planes of diffusing electrons in the 

crystal, which in turn give rise to constructive and destructive interference. This 

results in the creation of diffraction patterns on the detector, where each 

diffraction spot is called a reflection. The planes in the crystal lattice can be 

defined by the Miller indices (h, k, l), the sizes of which are inversely 

proportional to scattering angle. Planes that are closer together in the crystal 

will cause spots that are further from the centre of the detector. The resultant 

wave from diffraction of X-rays can be defined by the structure factor equation: 

 
 𝐹!!" =  𝐹!𝑒!!"(!!!!!!!!!!!)

!

 Equation A.1 

 where Fj is the scattering factor of atom j, and x, y and z are the atomic 

coordinates of atom j. The structure factor of a given reflection is defined as the 

sum of the individual amplitudes and phases of X-rays scattered by each atom 

in the unit cell reaching this point of the detector. Therefore, movement of a 

single atom will result in a change in amplitude of all reflections in the 

diffraction pattern.  

To calculate the electron density, a large number of reflections, often hundreds 

of thousands for medium to large proteins, are collected as the crystal is 

rotated. The structure factor is a complex waveform, so an inverse Fourier 
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transform can then be used to calculate the electron density in each point of 

the unit cell: 

 𝑝 𝑥, 𝑦, 𝑧 =  
1
𝑣

𝐹!!"𝑒!!!" !!!!!!!!!!!
!

 Equation A.2 

 𝐹!!" = 𝐹!!" 𝑒!"!!" Equation A.3 

To calculate the inverse Fourier Transform, information about both the 

amplitude and the phase of the resultant wave is required. The amplitude is 

proportional to the measured intensity of the reflections, which is collected 

during the diffraction experiment, but the phase information can’t be collected 

directly. This lack of phase information is termed the phase problem215.  

Phases can be derived from the positions of intrinsic or added heavy atoms 

using MIR, MIRAS, SIR, SIRAS, MAD or SAD216. Another possibility is to use 

the phases calculated from a previously solved structure of a homologous 

protein, which is termed Molecular Replacement (MR, see 8.1.5).  

8.3.3 Data collection strategies 

After crystals are grown, they are mounted and exposed to X-rays, with rotation 

in small increments to collect datasets. Two sources of X-rays are commonly 

used: rotating CuK anode tubes, which emit radiation at 1.54 Å and are 

commonly used as home-sources217; and synchrotrons, which usually have 

tuneable wavelengths but are often centred around 0.97 Å, the absorption edge 

of selenium, which is the heavy metal most commonly used for phasing.  The 

short wavelength and high flux of X-rays (number of photons per second) in 

combination with highly sensitive detectors218, 219 at synchrotron sources allows 
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collection of datasets within a few minutes, with data at higher resolutions than 

could be achieved using low flux home-sources.  

X-ray radiation damages crystals through interaction of energetic photons with 

atoms within the crystal to produce free electrons, free radicals and charged 

species that result in degradation of the protein crystals. Although collection of 

data under cryo-conditions significantly slows radiation damage, the hard X-

rays produced by modern synchrotron sources can still induce significant 

radiation damage220. This leads to a reduction in reflection intensity and loss of 

high-resolution data across the course of a collection.  A good data collection 

strategy is therefore a balance between increasing exposure to high-flux 

radiation to collect high-resolution data, and limiting exposure to prevent 

radiation damage and deterioration of datasets. A number of parameters can 

be varied to limit radiation damage, including the beam transmission, the 

exposure time and the angle of incremental rotation between image collections. 

Other strategies such as helical scans or wedged scan can also be used to 

reduce radiation damage by moving the crystal during data collection. 

8.3.4 Data processing and assessing data quality 

After collection, data is processed to allow structure solution. Initially, 

reflections are identified and indexed to give estimates of unit cell dimensions 

and crystal symmetry. The reflections are then integrated to produce a list of 

reflection intensities. These steps can be completed by programs such as 

XDS221 and DIALS222.  
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Following integration, data collected at different angles around the crystal is 

often on different scales due to factors like anisotropy of diffraction power of the 

crystal in different directions, as well as radiation damage. Data is therefore 

scaled by programs such as Aimless223 such that all symmetry-related 

reflections have comparable intensities. The data are then merged, which 

means that the average intensities of symmetry-related reflections are 

calculated, and outliers are discarded to increase the precision. Data quality is 

assessed after merging by several statistics, and pathologies within the dataset 

such as radiation damage can be identified. These statistics are also used to 

determine the cut-off for resolution.  

Rmerge is a merging R-factor that has historically been used to provide an 

indication of data quality. It is a measure of internal consistency of the data, 

and reports the spread of independent measurements of intensity of a 

reflection around the average intensity for that reflection, with automatic outlier 

rejection. It is an indicator of the precision of the reflections’ intensity 

measurement. Yet, Rmerge tends to increase with redundancy, and therefore 

favours crystals with lower symmetry and datasets with lower multiplicity. With 

the development of alternative similar statistics such as Rmeas, Rmerge is less 

frequently used.   

Another historic metric of data quality is the I/sig(I), which correspond to an 

average signal to noise ratio for the measured intensities, and can be used to 

gauge the meaningfulness of measured intensities. High and low resolution 

data tends to have lower intensities, while medium-resolution have higher 

intensities. The diffraction limit used to be defined at a resolution where the 
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I/sig(I) decreases to about a value of two224. This was especially true with CCD 

detectors, which were associated with a lot of noise. Modern detectors such as 

Pilatus and Eiger systems use HPC approaches and are associated with 

significantly less noise. This allows the collection of good quality datasets with 

I/sig(I) values of one, or even slightly below. As accurate estimation of the 

uncertainties of the measurements is not trivial, calculation of I/sig(I) is not 

always accurate.  

The half dataset correlation coefficient, or CC1/2, is a more recently developed 

metric for evaluation of data quality that compares the correlation of intensities 

between randomly selected halves of the dataset225. Good datasets are 

generally expected to give a CC1/2 value of 0.3 or above, with higher resolution 

reflections that reduce CC1/2 generally excluded. CC1/2 is a more modern, more 

accurate metric to determine resolution and tends to be used in preference to 

Rmerge
225. 

Following data processing, the merged datasets can be used to solve the 

structure. With over 140,000 protein structures deposited in the PDB (from 

various techniques), many proteins structures can be solved using Molecular 

Replacement (MR). 

8.3.5 Molecular Replacement to solve crystal structures 

MR is based on the assumption that proteins with sufficient sequence identity 

(>30%) will have sufficient structural homology to allow initial estimation of the 

phases226. Patterson maps are derived for both the search model and the 

observed data and superimposed in Fourier Space, using rotation and 
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translation functions. Modern programs, such as Phaser227, use maximum 

likelihood methods to identify the best possible solution, and the accuracy of 

the superimposition is reported as a Log Likelihood Gain (LLG) score, with a 

higher LLG indicating a greater probability that the solution is correct. Following 

a successful molecular replacement, an initial set of phases can be calculated 

from the model and applied to the amplitudes derived from the measured 

intensities to calculate initial electron density maps. 

8.3.6 Model correction and refinement  

Model correction and refinement is an iterative process involving manual 

corrections of the initial model, or de novo building of parts of the protein that 

were not present in the initial model, to improve the fit to the electron density, 

and smaller, computational corrections and periodical re-calculation of the 

phases by a refinement program. This leads to improvement of the electron 

density maps due to the improved estimation of phases, such that new features 

can be observed in the maps, and the model further corrected. The overall 

process is repeated until the best possible fit of the model into electron density 

maps is obtained.  

Two sigma-A weighted maps are commonly used for inspection and correction 

of the model. The 2mFo – DFc map, where Fo is to the observed structure factor 

and Fc is the calculated structure factor, shows the electron density in which 

the whole model should fit as perfectly as possible. In contrast, the mFo – DFc 

difference map shows negative density where an atom is placed that is not 

accounted for in the data, and hence should be removed from the model, and 

positive density where the data indicate the presence of atoms not currently 
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modelled, which should be added224. M, the Figure of Merit, is an approximate 

measure of phase quality and is calculated for each reflection, while D is the 

sigma-weighting value. Sigma-A weighted maps account for errors in the 

model-based amplitudes and amplify portions of the map where parts of the 

model are missing228, 229.  

In order to keep the geometry correct, additional restraints are used during 

refinement. These are experimentally derived features such as bond lengths, 

bond angles and Ramachandran angles. Refinement programs also use some 

supplementary restraints to aid in convergence, such as non-crystallographic 

symmetries (NCS) which applies some partial localisation restraints for 

comparable atoms of different chains in the asymmetric unit that are not linked 

by crystallographic symmetry but are highly similar230. Use of NCS increases 

the observations-to-parameters ratio and therefore helps to prevent over-

refinement. It can be especially useful at lower resolutions where the number of 

reflections, and therefore the number of observations, is lower207. TLS (Torion 

Liberation Screw) restraints allows movement of groups to modelled more 

accurately through ellipsoidal B-factors rather than the classical spherical 

ones)224, but is an additional factor to refine and can promote over-refinement. 

To follow that the correction/refinement process is improving the agreement 

between the model and the experimental data, Rwork is calculated after each 

round of refinement to measure the agreement between the observed and 

calculated structure factor amplitudes231: 

 𝑅!"#$ =
||𝐹obs| − |𝐹calc||

|𝐹obs|
 Equation A.4 
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Whilst the initial Rwork following MR can be up to around 40%,depending on 

how similar the MR model is to the new structure, it should decrease as 

refinement progresses, indicating greater agreement between the observed 

and calculated data.  

To prevent over-refinement, Rfree is calculated alongside Rwork.
232, 233. A 

proportion of the data, typically 5%, is set aside at the merging step of data 

processing and is then not used during refinement. The excluded data is then 

used to calculate Rfree in the same way as the Rwork. While Rwork will usually 

always decrease during refinement after a cycle of correction, Rfree will only 

decrease if corrections are applied following real signal in maps. It will plateau 

or even increase if atoms are placed in noise, indicating over-refinement. 

Hence, an increase in the difference between Rwork and Rfree is a clear sign of 

over-refinement. Conventionally, this gap should be less then 5%, although it 

will be larger at lower resolution or with crystals giving dirty diffraction.  

8.3.7 Validation of model  

Crystal structures are refined until no further improvement of the agreement 

between the measured and calculated data can be achieved, which is highly 

dependant on the skills and experience of the crystallographer. Also, the 

advancement in processing and refinement software means that structures 

solved many years ago could be re-solved and re-refined to improve their 

overall quality. In addition, some crystallographers prefer to publish structures 

with some incompleteness, with un-modelled side chains or loops due to lack 

of electron density, which is more common in flexible regions of proteins and at 

lower resolutions. Other crystallographers prefer to publish models where no 
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atom is missing, even if they have to take the risk of placing side chains and 

loops at potentially wrong locations due to the absence of signal. Hence, 

various statistics are used to evaluate model quality before deposition into the 

PDB, or to evaluate the quality of previously deposited structures. Two 

important statistics, Rwork and Rfree, have already been discussed in the 

previous section.  

In addition, validation software such as MolProbity5 are used to evaluate both 

global and local structure quality234. This includes the deviation of bond lengths 

and angles from the ideal, reported as root mean square deviations (RMSDs), 

as well as Ramachandran outliers and cis-peptides235. More deviations from 

ideal geometries are accepted at lower resolution. While both Ramachandran 

outliers and cis-peptides can occur in crystal structures and reflect a particular 

fold, only approximately 0.5 % or less of residues will be real Ramachandran 

outliers236 and should be supported by clear electron density.  
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