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Abstract

Magnetic Resonance (MR)-guided online Adaptive RadioTherapy (MR-
goART) utilises the excellent soft-tissue contrast of MR images taken
just before the patient’s treatment to quickly update and personalise ra-
diotherapy treatment plans. Four-dimensional (4D) MR Imaging (MRI)
can resolve variations in respiratory motion patterns. 4D MRI data can
be used to adapt the radiation beams to maximally target the tumour
while sparing as much healthy tissue as possible. 4D MRI reconstruc-
tion, however, is computationally challenging and current state-of-the-art
implementations are unable to meet MRgoART time requirements. This
study bridges the gap between high-performance computing and medical
applications by developing and implementing a parallel, heterogeneous
architecture for the XD-GRASP algorithm capable of meeting the MR-
goART time requirements. Our architecture exploits long-vector instruc-
tions and utilises all available resources, while minimising and hiding the
communication overhead when external GPUs are used. As a result, the
reconstruction time was reduced from 994 seconds to just 90 seconds with
a speed-up of more than 11x. In addition, we evaluated the impact of
the emerging Processing-in-Memory (PIM) technology. Our simulation
results show that 16 low power, in-order PIM cores with no SIMD unit
are 2.7x faster than an Intel Core™ i7-9700 8-core CPU equipped with
AVX512 SIMD units. Additionally, 40 PIM cores match the performance
of two AMD EPYC 7551 CPUs, with 32 cores each and just 87 PIM cores
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will match the performance of an NVIDIA Tesla V100 GPU equipped
with 5,120 CUDA cores.

Heterogeneous computing; Parallel computing; Processing-in-Memory; Mag-
netic Resonance Imaging; Radiotherapy; XD-GRASP;

1 Introduction

In recent years, the wide availability of multi-core CPUs and the evolution
of GPUs, from pure graphics processors to massively parallel many-core multi-
processors, have dramatically changed high-performance computing. To achieve
high-performance, in addition to reducing computational complexity and taking
into account memory latency, modern algorithms require parallelisation across
all cores available in the system. Further, to push performance, vector instruc-
tions and, where possible, external accelerators like GPUs, TPUs and FPGAs
are used. Present-era computational challenges cannot be solved by simply using
faster hardware: algorithms which are not designed to harness the full potential
of hardware architectures may not lead to a significantly lower execution time on
faster hardware, due to their low system utilisation. Additionally, many mod-
ern and emerging applications require the processing of very large datasets. For
example, many artificial intelligence and machine learning applications require
scans over large quantities of data, to extract the key properties of the dataset.
Most of the data used by these applications are not reused by the CPU, render-
ing the caching either inefficient or unnecessary while overwhelming the data
storage and routing resources of modern computers by continuously fetching new
data from the main memory [1]. Given the high cost of data movement and the
performance penalty of non-sequential memory data accesses, innovations such
as three-dimensional (3D)-stacked memory dies, that combine a logic layer with
DRAM layers, and the ability to perform logic operations using memory cells
themselves, provide the possibility to perform general-purpose computation di-
rectly within the memory. This new trend in computer architecture is known as
processing-in-memory (PIM). While PIM can allow many applications to over-
come data-movement bottlenecks, the programmer has to identify the suitable
memory-bound portions of a program that could be offloaded [2].

Magnetic resonance imaging (MRI) scans have been in routine clinical use
in diagnostic radiology for a long time, due to its excellent soft-tissue demar-
cation and the variety of available imaging contrasts in MRI. More recently,
the use of MRI in the context of radiotherapy has increased, due to its bet-
ter differentiation of soft tissue which can, for example, resolve the infiltration
of healthy tissue by tumours. This information can be used to design more
appropriate radiotherapy treatment plans [3]. The recent availability of hybrid
MR-Linacs, combining MR imaging with radiotherapy treatment delivery in one
device, led to new requirements in terms of the acquisition and reconstruction
time of MR images [4]. Both need to be completed within minutes to be used
for treatment planning, as the patient is already positioned on the MR-Linac
for treatment. This study aims to bridge the gap between high-performance
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computing and medical applications by applying a heterogeneous computing
approach to accelerate four-dimensional (4D) MR image reconstruction, in the
context of MR-guided online adaptive radiotherapy (MRgoART). 4D MRI can
resolve the extent of respiratory motion of tumours and risk structures, which
can be incorporated to improve the treatment plan or be used as training data
for real-time imaging solutions [5, 6]. The results show that, by fully exploit-
ing the available computing resources, orders of magnitude speed-up can be
achieved which facilitates clinical adoption of the technique speed-up can band
improves MR-Linac treatmentse achieved which facilitates clinical adoption of
the technique.

4D MR image reconstructions, however, are often based on iterative compressed-
sensing based approaches, as regularisation is required to remove undersampling
artefacts. This becomes, in particular, a challenge if large imaging fields of views
are required to resolve the motion of tumours and risk organs and if a high spatial
resolution of the images is necessary. A variety of 4D MR image reconstruc-
tion techniques have been in consideration for MRgoART [7]. These techniques
can be divided into direct methods and iterative conjugate gradient-based al-
gorithms. While direct methods are faster, they are particularly sensitive to
streaking artefacts, hence producing lower-quality images. Iterative algorithms
produce higher-quality images but are characterised by higher computational
complexity that results in much larger execution times [7]. While GPU acceler-
ation has already been applied in the context of MRI [8], additional performance
can be harnessed by simultaneously using CPU and GPU compute capabilities.
Hence, a heterogeneous computing approach, in which the SIMD computations
can be executed on GPUs while the CPUs perform the remaining algorithmic
parts, can further reduce the reconstruction time compared to homogeneous im-
plementations based only on either a CPU or GPU. Although the heterogeneous
computing approach is promising, it creates new computational challenges as it
requires the transfer of data to and from the GPU over the PCIe bus. While
CUDA offers different communication APIs to transfer data between CPU and
GPU, the PCIe bandwidth is limited, hence data transfers may dominate the
total execution time, leading to a low overall system utilisation and limited
performance.

In this study, the MRI data are acquired in k-space, following a stack-of-stars
acquisition pattern [9] with golden angle spacing [10]. Given this acquisition
scheme, one major component of MRI reconstruction algorithms is the use of
the Non-Uniform Fast Fourier Transform (NUFFT) [11]. Despite this algorithm
being widely researched, with many optimised implementations existing, these
implementations are not thread-safe. Further, they are often internally paral-
lelised and optimised for 3D MRI data. As such, they are not efficient, or even
usable, in the context of 4D MRI. Additionally, the NUFFT algorithm is mem-
ory bound because nearby points in k-space may not be stored contiguously in
memory, even though gridding strategies, optimised data structures and mem-
ory access patterns could significantly speed-up the näıve implementations [12].
The performance achieved is not optimal and there is still room for improve-
ment. Thus, the performance achieved by PIM is investigated, which allows
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overcoming data movement bottlenecks by directly processing the data within
the memory.

There are three key challenges that a successful MRgoART platform would
need to address. First, it must overcome the limitation of current state-of-the-
art NUFFT implementations which are optimised for 3D and 2D data. Second,
it must minimise multi-threading overheads, hide data transfers and avoid inter-
process communication. Third, a load-balancing strategy based on the 4D MRI
data characteristics suited for multi-processing parallelism is required.

The main contributions of this 4D MRI centric study are:

• A parallelisation scheme optimised for 4D MRI data, to reduce multi-
threading overhead, hide data transfer latency and minimise inter-process
communication;

• An efficient architecture capable of meeting online time requirements of
MRgoART to facilitate clinical use;

• Evaluation of the impact of future PIM technologies.

Considering an image of size 256x256x48 pixels and 10 respiratory phases as
a high-quality 4D image [5] and a reconstruction time of at most two minutes
suitable for MRgoART use, the throughput that a reconstruction algorithm
should achieve is 262,144 pixels/second. Additionally, the reconstructed image
should be indistinguishable to the naked eye when compared to an artefact-
free reference image. Hence, the image should score at least 97% structural
similarity, for the difference to be invisible to the human eye [13,14]. The result
of this study is a heterogeneous implementation of the XD-GRASP algorithm
which reduces reconstruction time by more than 95%, achieving five times the
minimum throughput necessary to meet online MRgoART time requirements,
producing high-quality images with similarity score over 97% when compared to
the reference implementation, allowing early-adoption of 4D MRI in MR-guided
online adaptive radiotherapy (MRgoART).

The remainder of this paper is organised as follows. In Section 2, there are
introductions to MRI, radiotherapy and the XD-GRASP algorithm. Section
3 illustrates the architecture developed to accelerate the 4D MRI. Section 4
explains the testing methodology and the performance achieved by the archi-
tecture in three configurations. Finally, Section 5 concludes the paper and lists
future directions.

2 Background

This section will outline some fundamental concepts.

2.1 Radiotherapy and MRI

Radiotherapy is part of approximately 50% of all cancer treatments [15]. It aims
to treat the targets, such as tumours and affected lymph nodes, by delivering
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the prescribed radiation dose, while avoiding damaging healthy tissue to reduce
toxicity and side effects. To optimise this therapeutic ratio, radiotherapy is
typically delivered over the course of several treatment days (fractions). In
conventional radiotherapy, the patient needs to be set up in exactly the same
way for each fraction, to accurately deliver the previously calculated treatment
plan. For this, radiation therapists have to rely on external markings and laser
alignment, because only low contrast imaging is available on a conventional linac
(linear accelerator) to verify the exact internal anatomy.

In this context, MR-guided online adaptive radiotherapy (MRgoART) is a
game changer. It uses the excellent soft-tissue contrast of magnetic resonance
imaging (MRI) [3] to adapt the radiation on each fraction according to day-to-
day variations in anatomy, such as the filling of the bladder, bowel, stomach and
rectum, and anatomical changes over the course of treatment, such as tumour
shrinkage and weight-loss. The resulting increased certainty, with respect to
the internal anatomy, could be translated into smaller treatment margins to
account for setup errors, leading to lower radiation doses to healthy tissues.
MRgoART became possible with the integration of MRI scanners with linacs to
deliver radiation therapy [16–19]. Current clinical MRgoART workflows involve
re-planning of the treatment based on a freshly acquired image, while the patient
is on the table inside the hybrid MR-Linac (online). Treatment is then delivered,
while organ and tumour motion is monitored on two-dimensional (2D) cine-MRI
images. However, 2D cine-MRI cannot be used to perform treatment adaption
as it does not contain enough information about the patient anatomy.

4D MRI resolves the three-dimensional patient anatomy during different
phases of the respiratory cycle, adding the respiratory phase as the fourth (tem-
poral) dimension. MRI data are assigned into different respiratory bins based
on a respiratory surrogate signal, representing the different phases of the res-
piratory cycle. Including respiratory motion information on both target struc-
tures and healthy radiation-sensitive organs would be valuable for the treatment
planning process. It could be used to identify favourable anatomical configu-
rations, which allow delivery of higher doses to the tumour while maintaining
safe radiation levels for the healthy organs. Another application of 4D-MRI
is the retrospective calculation of delivered doses, which can then inform the
radiation prescription for the following treatment days. For the treatment of
moving targets, such as abdominal or thoracic tumours, 4D MRI could be used
to inform mid-position planning [20], based on image registration to calculate
a sharp image of the patient anatomy corresponding to the average position
during the respiratory cycle.

2.2 XD-GRASP

XD-GRASP uses the conjugate gradient algorithm to iteratively minimise the
following cost function [21]:

d = argmin
d
{‖F · S · d−m‖22 + λ ‖T · d‖1} (1)
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where:

• d are image series to be reconstructed in the x-y-t space

• T it the temporal total-variation (TV) operator (sparsifying transform)

• m =
[
m1 . . .mc

]T
are the acquired multi-coil radial k-space data with c

coils

• F is the NUFFT operator defined on the radial acquisition pattern

• S =
[
S1 . . . Sc

]T
are coil sensitivity maps in x-y space

• λ is the regularisation weight that controls the trade-off between data
consistency and the regularisation enforcing sparsity

Intuitively, this optimisation problem, solved using the conjugate-gradient method,
aims to minimise the difference between the k-space representation of the image
and the acquired MRI signal, while avoiding the formation of streaking artefacts
through regularisation.

2.3 Related Work

Mickevicius and Paulson [7] tested different reconstruction algorithms and com-
pared the overall image quality, reconstruction time, artefact prevalence and
motion estimates. They tested four of the most promising algorithms: a direct
non-uniform fast Fourier transform (NUFFT) [22], iterative self-consistent par-
allel imaging reconstruction (SPIRiT) [23], sensitivity encoding solved with a
conjugate gradient algorithm (CG-SENSE) [24], and multi-dimensional golden-
angle radial sparse parallel MRI (XD-GRASP) [25]. Their results show that,
while NUFFT was the fastest, it exhibited the largest amount of streaking arte-
facts. On the other hand, XD-GRASP was not fast but was least sensitive
to undersampling artefacts, hence leading to short scan durations. This, com-
bined with a longer processing time of the XD-GRASP algorithm, resulted in
both high-quality images and a reduction of the overall time required to acquire
and process the image data. For this work, XD-GRASP [25], an open-source
reconstruction algorithm for 4D MRI, was chosen; it provides a good compro-
mise between its ability to reconstruct images from undersampled radial MR
acquisitions and its computational complexity.

XD-GRASP was previously explored for use in MR-guided radiotherapy,
where 6 respiratory phases were reconstructed for 40 slices with an in-plane
resolution of 1.77mm and a slice thickness of 6mm [7]. Recently, its use for
MR signature matching was proposed, where 10 respiratory phases were recon-
structed for 48 slices with an in-plane resolution of 1.25mm and a slice thickness
of 5mm in 74 minutes [5]. Using 10 respiratory phases is common in clinical
4D CT imaging. Incorporating motion estimation into image reconstruction can
achieve artefact-free reconstruction from more highly undersampled data. Using
the joint MoCo-HDTV algorithm, 20 respiratory phases were reconstructed from
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only 240 radial spokes for 60 slices with an in-plane resolution of 1.5mm and a
slice thickness of 5mm, with an average reconstruction time of 6.5 hours [26].

3 Architecture

The use of 4D MRI in the context MRgoART requires minimising the com-
bined acquisition and reconstruction time while still producing high-quality im-
ages. To this end, the XD-GRASP algorithm was accelerated. This iterative
algorithm is one of the least sensitive to undersampling artefacts and hence
supports relatively short acquisition times while leading to clinically acceptable
images [7]. Besides, this reconstruction algorithm can reconstruct different slices
(2D images which, when stacked, build a 3D image) independently, making it
one of the best candidates for acceleration. Further, the proposed architecture
can exploit the slice parallelism offered by the 4D data, minimising the over-
head related to multi-threading and multi-process communications. In the case
of GPU acceleration, the architecture overlaps data transfers to and from the
GPU with useful computation avoiding idling times. In addition, the impact of
future PIM technology in MRgoART workflows was tested. With NUFFT being
a memory bound algorithm, the proposed architecture fully exploits the band-
width offered by PIM architectures, fully loading every PIM core to outperform
non-PIM architectures with the same core count.

3.1 NUFFT

The XD-GRASP algorithm relies on the NUFFT, a known and extensively
studied algorithm with several optimised open-source implementations available.
As such, the FINUFFT [27] and the gpuNUFFT [28] libraries are used, as
they are already optimised and implement all the features required by the XD-
GRASP algorithm. FINUFFT depends on the FFTW library [29] and, since
they all are open-source, we recompiled them to take advantage of CPU vector
instructions, including the recent AVX512.

These libraries are optimised for the 2D and 3D cases but they do not na-
tively support 4D data. Given the characteristics of the XD-GRASP algorithm
and the slice independence, it was possible to execute different calls to the
NUFFT, one for each slice. This resulted in a severe performance loss due to
the design assumptions made by the FINUFFT library. In case the slice paral-
lelism is not exploited properly, the threads are created every time the NUFFT
executed instead of being created once at the beginning of the program. This
greatly increases the multi-threading overhead dominating the NUFFT execu-
tion time. On the other hand, the gpuNUFFT library, used in this context to
offload the intensive SIMD computations of the XD-GRASP algorithm, spent
most of the time transferring data between the CPU and GPU. Besides, the GPU
was not fully utilised: the parallelism potential offered by respiratory phase and
the number of coils is not enough to saturate a modern GPU. We decided not to
leverage the internal parallelism but focus on an optimal parallelisation scheme
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for the 4D MRI to overcome the above limitations.

3.2 Processing in Memory

In non-Cartesian MRI reconstruction, the acquired non-uniformly spaced data
are usually interpolated onto a uniform Cartesian grid before performing a fast
Fourier transform (FFT) [22, 30]. However, this method has many different
bottlenecks: the uniform grid needed to retain the k-space coordinates greatly
increases the memory requirement; close points in k-space might not be stored in
contiguous memory locations, causing cache misses; and neighbourhood search
requires scanning all the non-uniform space coordinates for each grid location
[12]. As a consequence, the NUFFT is a memory-intensive workload. Ghose et
al. [2] present a methodology to identify applications, or portion of applications,
that can take advantage of PIM. By applying this methodology, the NUFFT
algorithm, which is heavily memory intensive, was identified as suitable for PIM.

The PIM programming model is still being researched and, as such, many
different solutions have been proposed [2]. In this study, the PIM targets are
offloaded to the PIM cores by means of compiler directives, so that the compiler
takes care of generating the threads for PIM execution. For the sake of general-
ity, concurrent execution of CPU and PIM cores was not enabled, removing the
need for coordination between the CPU and PIM logic. This allows PIM to be
used even in the absence of a cache coherence mechanism between the CPU and
PIM. Non-concurrent execution limits parallelism causing performance losses,
hence PIM performance results underestimate the full potential.

Lastly, similarly to previous studies [31], PIM kernels were integrated into
the NUFFT library itself making the approach invisible to the user and more
general, since it can be integrated into algorithms other than XD-GRASP.

3.3 Inter-slice and Intra-slice Parallelism

The output of the MR scanner is a complex signal measured in each of the
receiver coils, a radio frequency receiver that produces the output signal of an
MRI scanner. Data are acquired in k-space, following a stack-of-stars acquisi-
tion pattern [9] with golden angle spacing [10]. For each angle, nx samples are
acquired across all slices. The samples taken at a particular angle are referred
to as a spoke. These data are then pre-processed and sorted, following a self-
gating signal [32], into respiratory phases. Lastly, Figure 1 shows how slices are
processed independently and how the XD-GRASP algorithm is used to recon-
struct a 3D volumetric image for each respiratory phase. Each input slice is
used to compute only one output slice. The set of 3D images per respiratory
phase produces a 4D reconstruction.

Given the input and the logic of the algorithm, there are different dimen-
sions which can be considered for parallelisation. An example is the intra-slice
parallelism across respiratory phases or coil channels. While relatively simple
to implement and natively supported by the NUFFT libraries used, this paral-
lelisation scheme has four major problems:
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Figure 1: The input and output of the XD-GRASP algorithm.

• the computation of the gradient is a synchronisation point and it cannot
be entirely parallelised;

• it does not allow early termination of the computation of slices that have
already converged;

• in case of the utilisation of external accelerators, it prevents overlapping
communications and computation;

• threads are created and destroyed multiple times for each iteration.

In our experiments, the intra-parallelism scheme limits the scalability of the
XD-GRASP algorithm resulting in poor performance due to the overhead intro-
duced by the thread creation/destruction and the synchronisation mechanism.
Also, this form of parallelism does not allow overlapping data transfers and com-
putations, so when external accelerators are used to perform the NUFFT, the
transfer time dominates the compute time causing major performance degrada-
tion.

Another possible way to parallelise the algorithm is to exploit inter-slice
parallelism. This parallelisation scheme consists of executing an instance of the
XD-GRASP algorithm for each slice – thus splitting the 4D problem into sepa-
rate and independent 3D problems along the z-axis. The XD-GRASP problem
is solved for each slice separately since both the gradient and the objective func-
tion are local for each slice, so no communication, no synchronisation and no
output recombination are needed. When the inter-slice parallelism is exploited,
it is possible to overlap communications and computations since different slices
can request their NUFFT computations concurrently. Hence, while processing
a set of slices, another set of slices can be transferred to the accelerator. When
adopting the inter-slice parallelism, the intra-slice parallelism is disabled, as it
decreases the performance due to overhead caused by thread-creation, commu-
nication, and thread destruction.

Figure 2 is a timing diagram that shows the overlap strategy when three
CPU processes, P1, P2 and P3, are forked. The GPU is called multiple times
during each iteration of the conjugate gradient. The lines represent the compu-
tation time, while the rectangles represent the waiting time for the data to be
processed, and the arrows show the data-transfers. When only one process is
used, the communications between CPU and GPU are not overlapped meaning
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there are times when the CPU is idle waiting for the GPU to finish and vice
versa. When more than one process is forked, communications can be over-
lapped and, in cases where a sufficient number of processes are forked, the full
overlap is achieved. While the CPU performs other steps of the XD-GRASP
algorithm, the GPU performs NUFFT, ideally achieving full utilisation without
idling time.

3.4 Maximising resource utilisation

After we derived the optimal parallelisation scheme, a major challenge arose.
State-of-the-art implementations of the NUFFT are not thread-safe, therefore
unless they handle the parallelism internally, they cannot be used in a multi-
threaded programming environment. To overcome this challenge and avoid man-
ual editing of these libraries, a multi-processing approach was used instead of
multi-threading. While this is thread-safe by definition and enables changing of
the parallelisation scheme, it has major drawbacks:

• process creation and scheduling introduce more overhead than thread cre-
ation and scheduling;

• implementing dynamic load-balancing is complex;

• inter-process communications and synchronisations are costly due to the
lack of shared memory;

• multi-process GPU scheduling is more expensive than multi-thread schedul-
ing as the multi-process service has to guarantee memory isolation [33].

Given these constraints, the focus was to develop and implement an architecture
that does not require any inter-process communication and leverages the copy-
on-write features of the modern implementation of the fork system-call [34], as
well as minimising multi-process scheduling on the GPU using the hardware
process scheduler introduced with the NVIDIA VOLTA GPU architecture [33].

Due to the lack of communication between the processes, as they read the
input and then process the necessary partition, linear scaling is expected in
both the number of cores and the number of GPUs utilised, as the total number
of slices to be processed increases. Since process creation overhead is negligi-
ble, it is better to create more processes than needed and achieve full overlap
between CPU and GPU computation. Creating fewer processes does not give
any benefit and with low number of processes, the performance degrades when
communications are not fully overlapped.

In the case of PIM systems, the parallelization strategy used is the same.
The only difference is that we create one process per PIM core and we allocate
the slices that the PIM core computes in its memory vault. This way the PIM
cores can compute independently without the need to: (a) access global memory
and (b) communicate among themselves.
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Figure 2: XD-GRASP architecture timing diagram. Dimensions are not repre-
sentative of real-time duration.

3.5 Load-balancing

The adoption of multi-processing creates additional challenges since dynamic
load-balancing techniques, like work-stealing [35] or a simple shared queue, can
lead to huge overhead due to the lack of shared-memory amongst the worker-
processes. Hence to maximise resource utilisation, a static load-balancing tech-
nique is required, based on the MRI data characteristics. Without regulari-
sation, the stack-of-stars acquisition scheme leads to undersampling artefacts
in the same locations across different slices, although the intensities of which
can vary. As a result, the number of iterations performed by the XD-GRASP
algorithm is about the same for each slice. To test this hypothesis, the time re-
quired for each slice was measured. Our experiments showed that the standard
deviation is less than 1% of the total execution time. To minimise the overhead,
we deployed a strategy that divides the slices into equal-sized partitions and
then assign the first element of each partition to the first process, the second
element to the second process, iterating over the processes until all work-units
are assigned.

4 Results

The algorithm was evaluated on two systems, one physical and one simulated.
The physical system incorporates two AMD EPYC™ 7551 32-core CPUs and a
NVIDIA Tesla V100 PCIe 32GB GPU. Two different configurations were used:
with and without GPU acceleration. The simulated system consists of an Intel
Core™ i7-9700 CPU and PIM accelerators. There is no system with both GPU
and PIM accelerators as PIM and GPUs would be performing the same portion
of the algorithm since the only memory intensive workload of the XD-GRASP
is the NUFFT.
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The input data reading times are not included in the evaluation since in a
real case scenario data will be directly loaded in RAM during the acquisition.
The processing data transfers are completely hidden and overlapped with the
computation. Only, the latency to send the first batch of data to the GPU and
to read the last batch from the GPU would matter. It is worth mentioning that
these two latencies are completely negligible as they account for much less than
0.1% of the total time. In the PIM case, there are no transfers as the data are
already in the vault connected to the PIM core.

4.1 System Configuration

The AMD EPYC™ 7551 is a 64-bit 32-core 2 contexts x86 enterprise server
microprocessor based on the 14nm Zen micro-architecture. It is equipped with
64MB of L3 cache with a Thermal Design Power (TDP) of 180W, running at
2.0GHz with an all cores boost clock up to 2.55 GHz and up to 3.0GHz for
12 active cores. The Tesla V100 PCIe 32GB is an enterprise GPU based on
the 12nm Volta micro-architecture. It is equipped with 32GB GDDR5X with
a TDP of 250W. It has 5,120 CUDA cores running at 1,455 MHz. The PIM
system was simulated using ZSim+Ramulator, an open-source PIM simulation
framework [36, 37]. This framework is based on two widely-known simulators:
ZSim [38] and Ramulator [39]. A 3D-stacked DRAM, similar to the Hybrid
Memory Cube [40], was modelled, where the memory contained 16 vaults. One
low-power single-issue core, similar in design to the ARM Cortex-R8 [41], was
added per vault ensuring that the area of the PIM core did not exceed the
total available area for logic inside each vault (3.5-4.4mm2) [42–44]. There is
communication mechanism between PIM cores, the PIM cores can access the
contents of their memory vault but not the contents of the other memory vaults.
There is cache coherence mechanism among PIM cores and between PIM cores
and CPU cores. The following system configuration was used:

• CPU: Intel Core™ i7-9700 CPU @ 3.00GHz – 8 out-of-order cores, L1 in-
struction/data caches 64KB, private, 8-way associative; private L2 caches
256KB, 8-way assoc.; shared L3 cache 12MB, 16-way assoc., 16-wide SIMD
unit per core (AVX512 compatible);

• PIM core: 1 in-order core per vault, 1-wide issue, 1 floating-point unit, L1
instruction/data caches: 32KB private, 4-way associative;

• 3D-Stacked Memory: 4GB cube, 16 vaults/cube; Internal (256GB/s) and
Off-Chip (32GB/s) bandwidths;

• Baseline Memory: DDR4 2400, 32GB, 4 channels.

4.2 Evaluation Methodology

To evaluate the architecture, the original MATLAB implementation supplied
by Feng et al. [25] was extended to the 4D case by adding support to the z-axis,
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allowing the reconstruction of multiple slices. To perform a fair comparison,
a MATLAB parfor (parallel for) over the slices was used, which replicates the
same inter-slice parallelism strategy implemented in C++ instead of serialising
the different slices. The CPU benchmarks were executed on the above-described
system. The MATLAB code was executed with MATLAB R2019a Update 6.
The CPU code was compiled with GCC 9.3.1 and the GPU code was com-
piled with CUDA compilation tools 10.2. The NVCC flags were the default
set by gpuNUFFT which only specify the architectural and code-generation
flags to support different GPU micro-architectures. The GCC flags were -O3 -
march=native which are the default flags set by FFTW [29]. Moreover, these
flags were set so that the generated binary fully exploits the vector instruction
offered by the CPU since most of the code can be vectorised. Since the imple-
mentation will be released as open-source, anyone can compile it with the best
optimisation flags.

4.3 Dataset

The dataset was supplied by The Institute of Cancer Research, London (ICR)
and consists of a female patient (48y) with pancreatic cancer who consented to
participation in the PRIMER trial (NCT02973828) for the development of daily
online MR imaging for MR image-guided radiotherapy. Images were acquired on
ICR’s Elekta Unity MR-Linac system (Elekta AB, Stockholm, Sweden), which
operates at a field strength of 1.5 Tesla and has 8 receive coil channels (4 ante-
rior and 4 posterior). A volumetric radial stack-of-stars gradient echo sequence
with golden angle spacing [45] and balanced MRI contrast was acquired for 287
seconds, resulting in the acquisition of 831 spokes for each k-space partition.
SPAIR fat-suppression was used in combination with a partial Fourier factor
of 0.7. Further MRI parameters were: echo time 1.34 ms, repetition time 3.5
ms, field of view 500 x 500 x 200 mm3, flip angle: 40°, bandwidth 866 Hz/px,
acquired voxel size: 1.5x1.5x3.0mm3. After a gradient delay correction [46] was
performed, coil sensitivities were estimated using the adaptive combine algo-
rithm [47] before applying the XD-GRASP algorithm. The tests were repeated
5 times and the results were averaged across the runs. The standard error is
shown in Table 2. Input pre-processing was excluded as it is not part of the
algorithm.

4.4 CPU Benchmarks

Figure 3 shows the scalability. The difference between the theoretical and nor-
malised speed-up is that the theoretical speed-up does not account for the CPU
boosting behaviour, whereas the normalised does. In these tests, the CPU can
boost up to 3.0 GHz if 24 cores or less are utilised. All of the tests were run with
the default CPU settings, not limiting the boosting behaviour, and with SMT
enabled, which resulted in the CPU boosting up to 3.0 GHz until a maximum of
24 cores was loaded, then dropping down to 2.55 GHz. Then the CPU boosting
frequency was limited to be the same in all cases, 2.55 GHz single-core and
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Figure 3: Measured, theoretical and normalised speed-up for the single-process
implementation.

multi-core boost, and the single-process implementation was tested again. In
this test, the implementation was 13% slower. The ideal speed-up was plotted
according to this value, which corresponds to the normalised line in Figure 3. It
can be observed that the boosting behaviour of the CPU measurably affects the
results with the algorithm exhibiting almost perfect linear scaling when the dif-
ference in clock frequency is taken into account. In the case where the dataset
contained a multiple of 64 slices, instead of a total of 144, the linear scaling
could be observed up to 64 processes. The highest speed-up was measured with
72 processes as, for this number of processes, the workload is balanced with
each process involving two work units. After 72 processes, the performance is
constant within margins of error. Due to the number of slices and the number
of cores not being multiples of one another and the coarse-grained parallelism
adopted, the ideal speed-up is not reached on this dataset. When 72 processes
are forked, the first 64 slices are processed in parallel and then the program
must wait for the remaining 8 to be processed. Due to the SMT technology,
the 8 remaining processes can already begin their computation, exploiting idle
resources left from the other 64 processes.

4.5 GPU Benchmarks

Figure 4 shows the time measured for the GPU implementation with different
numbers of processes. When the number of processes increases from 1 to 2, the
partial communication overlap increases the performance by more than 60%.
With only two processes, according to the NVIDIA nvprof tool, the GPU was
not 100% utilised. By increasing the number of processes, a higher overall GPU
utilisation, close to 100% for the entire duration of the program, was measured.

Since the gpuNUFFT library invokes different CUDA-kernels, some of them
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Figure 4: Measured GPU performance.

requiring more constant and shared memory and others requiring less, the in-
creased number of processes likely leads to higher performance due to better
resource utilisation – kernels requiring different resources can be executed si-
multaneously. On the TESLA V100, the time goes down to 90s and remains
constant when 16 processes are forked. These results show that the multi-
process overhead is negligible and it does not impact the performance even if
tens of processes compete for the same GPU resources. This can be attributed
to the multi-process scheduler implemented in hardware on GPUs based on the
VOLTA micro-architecture [48].

4.6 PIM benchmarks

The simulation results show that 16 PIM cores are already faster than an 8-core
Intel CPU, while 40 PIM cores match the performance of two 32-core AMD
EPYC 7551 CPUs and 87 PIM cores match the performance of an NVIDIA
Tesla V100 GPU equipped with 5,120 CUDA cores. The worst-case scenario
was simulated, in which the CPU supports AVX instructions and the compiled
CPU code fully leverages them. It is worth noticing that, while the total energy
consumption has not been estimated, due to the thermal constraints of PIM and
the lack of the most energy consuming CPU features such as out-of-order execu-
tion and SIMD units on the PIM cores, the proposed PIM architectures consume
much less power than the non-PIM system used for testing. Zsim+Ramulator
supports the simulation of PIM architectures in which the number of PIM cores
(HMC vaults) is a power of 2. Given this limitation, the results of configura-
tions that cannot be simulated were obtained by combining simulated results
and the speed-up shown in Figure 3. The speed-up obtained by comparing the
PIM simulation results was higher than the one shown in Figure 3, hence PIM
results in Figure 5 can be considered a conservative estimate.
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4.7 Validation

In order to assess the validity of reconstructed images, they are compared to
a set of reference images produced by the baseline MATLAB implementation
of XD-GRASP supplied alongside [25]. The comparisons are evaluated quan-
titatively using a pair of measures: mean squared error (MSE) and structural
similarity (SSIM). The MSE and the SSIM of two identical images are 0% and
100% respectively. In our experiments, the image similarity score was above
99% with a normalised MSE (nMSE) of 10−5 for the CPU case and 97% with
an nMSE of 3 ∗ 10−5 when the GPU was used. The lower accuracy of the
GPU results arises from the oversampling factor and kernel width chosen for
the GPU NUFFT calculation, parameters which could be tuned to increase im-
age accuracy. Table 1 shows how different combinations of kernel widths (KW),
sector widths (SW) and oversampling factors (OSF) affect gpuNUFFT perfor-
mance and accuracy. The speedup is obtained by normalising the execution
times against the chosen configuration (in bold). For our tests, we chose the
fastest configuration capable of achieving at least 97% SSIM; achieving 99%
SSIM requires 7% more time. As mentioned in Section 1, a minimum of 97%
SSIM is required for the difference between two MRIs not to be visible to the
human eye [13,14] hence considered equivalent in this study. Figure 6 shows an
example of the reconstruction performed by the different implementations. It is
possible to notice that these images are indistinguishable to the naked eye.

5 Conclusions and future work

In this paper, we proposed a method to parallelise 4D MRI while minimising and
hiding the specific data transfers. This method is generally applicable to any
MRI processing algorithm as long as the stack-of-stars acquisition pattern [9]
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Figure 6: Example of one respiratory phase of one slice.

Table 1: The NUFFT benchmarks ordered by speed-up.

KW OSF SW SSIM Speed-up
1 1,25 16 93% 1.14
1 2,00 16 91% 1.10
1 1,25 8 93% 1.09
1 2,00 8 91% 1.04
3 1,25 16 97% 1.00
3 2,00 16 97% 0.99
3 1,25 8 97% 0.94
3 2,00 8 99% 0.93

with golden angle spacing [8] is used. The results shown in Table 2 indicate,
by harnessing the full potential of modern CPUs and GPUs, the proposed ar-
chitecture can reduce the reconstruction time by more than 80% and by 91%,
resulting in speed-up of 5.2x and 11x respectively. Table 3 shows the through-
put in terms of pixel/second of the state-of-the-art implementations present in
the literature. V100 and EPYC both use two AMD EPYC™ 7551, Mickevicius
et al. and Feng et al. do not report the CPU used in their study but only the
number of cores and the frequency. Rank et al. used an Intel Xeon E5-2687.
From Section 1, we consider a throughput of 262,144 pixels/second as the min-
imum requirement for MRgoART. Higher throughput allows higher resolution
images to be reconstructed within the time requirements of MRgoART, which
provides more detailed image features potentially leading to improved target
delineation and treatment. Our implementation, achieving a throughput five

Table 2: Results of the different implementations

Implementation Time (s) Standard Error (s) speed-up
Reference 994 5.46 1.00
EPYC 191 1.76 5.20
V100 90 0.45 11.04
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times higher than the minimum requirements, enables the reconstruction of im-
ages with 5 times higher resolution measured in the total number of pixels. This
reduces the combined acquisition and reconstruction time from 21 minutes to
6 minutes, while maintaining very high similarity scores. This time reduction
shows the benefits of heterogeneous computing applied to the medical context
by increasing the clinical utility of 4D MRI in an MRgoART setting, making
it possible to integrate 4D MRI into the treatment workflow on an MR-Linac.
Because of the fast reconstruction time, volumetric real-time imaging solutions,
such as MRSIMGA [5] or image-driven techniques [6] become possible. The scal-
ing characteristics show that this architecture achieves high efficiency in all the
tested systems, suggesting that it can exploit the full potential of higher core-
count CPU and more powerful GPUs. Since the reported results are computed
using different CPUs, Table 4 shows the throughput normalised per core-count.
The GPU results are reported only for completeness in this table since this
comparison is not fair towards the GPU implementation, because CUDA cores
are much less powerful than CPU cores. However, we notice that in this case
our implementation is 5.2 times faster than the reference executed on the same
machine and 10.6 times faster than the fastest results reported in the literature.

Table 3: Throughput of the state-of-the-art implementations

Implementation
CPU/GPU

Cores
Speed
(GHz)

Algorithm
Pixels
Second

V100 5,120 1.455 GRASP 1,310,720
EPYC 64 2.0 GRASP 617,616

Reference 64 2.0 GRASP 118,676
Mickevicius et al.

[7]
40 2.3 GRASP 14,269

Feng et al. [5] 8 NR GRASP 7,281

Rank et al. [26] 16 3.10
MoCo
HDTV

2,564

The PIM results show that the proposed architecture can greatly benefit
from the adoption of PIM. To the best of our knowledge, most PIM archi-
tectures in the literature are based on HMC memory with 16 vaults and one
PIM core per vault. While architectures equipped with more vaults are not fre-
quently proposed, high core count PIM architectures might be available in the
future. The 16 PIM cores architecture significantly outperform an Intel Core™
i7-9700 8-core CPU equipped with AVX512 SIMD units by a factor of 2.7x.
In the case where systems equipped with more than 16 PIM cores becoming
available in the future, the proposed architecture could even be faster than a
64-core system or an enterprise GPU, while consuming significantly less power.
Moreover, the benchmarks show that the PIM cores are compute-bound and
cannot fully exploit the large bandwidth offered by the HMC vaults. Introduc-
ing SIMD units or more powerful PIM cores will increase performance by an
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Table 4: Throughput of the state-of-the-art implementations normalised per
core-count.

Implementation
CPU/GPU

Speed
(GHz)

Algorithm
Pixels

Second*Cores

EPYC 2.0 GRASP 9,650
Reference 2.0 GRASP 1,854

Feng et al. [5] NR GRASP 910
Mickevicius et al. [7] 2.3 GRASP 356

V100 1.455 GRASP 256

Rank et al. [26] 3.10
MoCo
HDTV

160

order of magnitude. It is worth noticing that the NUFFT implementation was
optimised to best-exploit CPU compute resources such as caching and SIMD
vector units. Since the PIM cores used in this study have small caches and are
not equipped with SIMD units, the performance achieved underestimates the
real PIM potential.

In the future, we plan to implement the complete pre-processing pipeline,
interfacing our XD-GRASP 4D MRI reconstruction directly to the MR-Linac
system. After completing the integration, the library will be released open-
source and likely with a MATLAB interface to simplify its clinical application.
We will explore applying our architecture to real-time volumetric imaging, where
low reconstruction time is mandatory. We also plan to test the proposed archi-
tecture in a distributed scenario with multiple GPUs, to evaluate the scalability
and the efficiency of such systems. Finally, Zhang et al. [49] showed that the
performance of throughput-oriented programmable processing in memory can
slightly outperform the performance of mainstream GPU. If this solution be-
comes available, we would like to benchmark our solution against it.

It is worth noting that the authors of FINUFFT [27] are working on a GPU
implementation of the API which, at the time of writing, is still incomplete.
According to their benchmarks [50], their implementation is much faster than
gpuNUFFT [51] that we used in this paper. When cuFINUFFT is completed, we
will integrate it in our implementation in order to produce the same output on
both CPU and GPU, thus making the evaluation even fairer and, additionally,
improving the performance.
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