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A phase space model of a Versa HD linear accelerator for 25 

application to Monte Carlo dose calculation in a real-time 26 

adaptive workflow 27 

Abstract: 28 

Purpose: This study aims to develop and validate a simple geometric model of the 29 

accelerator head, from which a particle phase space can be calculated for application to fast 30 

Monte Carlo dose calculation in real-time adaptive photon radiotherapy.  With this objective 31 

in view, the study investigates whether the phase space model can facilitate dose calculations 32 

which are compatible with those of a commercial treatment planning system, for convenient 33 

interoperability. 34 

 35 

Materials and Methods: A dual-source model of the head of a Versa HD accelerator (Elekta 36 

AB, Stockholm, Sweden) was created.  The model used parameters chosen to be compatible 37 

with those of 6-MV flattened and 6-MV flattening filter-free photon beams in the RayStation 38 

treatment planning system (RaySearch Laboratories, Stockholm, Sweden).  The phase space 39 

model was used to calculate a photon phase space for several treatment plans and the 40 

resulting phase space was applied to the Dose Planning Method (DPM) Monte Carlo dose 41 

calculation algorithm.  Simple fields and intensity-modulated radiation therapy (IMRT) 42 

treatment plans for prostate and lung were calculated for benchmarking purposes and 43 

compared with the convolution-superposition dose calculation within RayStation. 44 

 45 

Results: For simple square fields in a water phantom, the calculated dose distribution agrees 46 

to within ±2% with that from the commercial treatment planning system, except in the 47 

buildup region, where the DPM code does not model the electron contamination.  For IMRT 48 
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plans of prostate and lung, agreements of ±2% and ±6% respectively are found, with slightly 49 

larger differences in the high dose gradients. 50 

 51 

Conclusions: The phase space model presented allows convenient calculation of a phase 52 

space for application to Monte Carlo dose calculation, with straightforward translation of 53 

beam parameters from the RayStation beam model.  This provides a basis on which to 54 

develop dose calculation in a real-time adaptive setting. 55 

 56 

Keywords:   Monte Carlo simulation, phase space, dose calculation.57 
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1.  Introduction 58 

The starting point of any dose calculation using Monte Carlo simulation is a phase 59 

space of particles exiting the head of the linear accelerator.  The phase space is a list of the 60 

positions, directions, energies and numbers of particles passing through a plane below the 61 

accelerator head.1-3  This phase space is dependent upon the geometry and settings of the 62 

accelerator head and the multileaf collimator.  It can be generated by Monte Carlo simulation 63 

of radiation transport through the components in the head of the accelerator, such as by the 64 

BEAM4,5 or MCNP code,6 but this is too slow to be clinically useful. 65 

The alternative is to use an empirical model of the linear accelerator head, so that the 66 

phase space can be calculated relatively simply for each treatment field.7,8  This is the 67 

approach that is used by deterministic dose calculations such as convolution-superposition, 68 

although in this case the model is used to produce fluence rather than explicitly defining the 69 

individual particles.9  An empirical model of the accelerator head has also been used in the 70 

context of Monte Carlo simulation for some time.  For example, Fippel et al.10 use two 71 

Gaussian-shaped photon sources to generate fluence distributions for rectangular fields in 72 

conjunction with the XVMC Monte Carlo code.  This model is then applied by Sikora et al.11 73 

to a Beam Modulator treatment head (Elekta AB, Stockholm, Sweden). 74 

Another common approach is to use Monte Carlo simulation to produce phase space 75 

files and then to extract information from these in a form which can be used for various 76 

collimator positions, usually with the aid of an empirical model.12,13  Fix et al.14 use two 77 

sources to produce a simple phase space model in which the energy spectrum of the particles 78 

is varied according to field size.  A further work uses 12 sources to model the main 79 

components of the linear accelerator head and apply the resulting phase space to the GEANT 80 

Monte Carlo code, showing good agreement with measured data for a Clinac 2300 81 

accelerator (Varian Medical Systems, Palo Alto, CA).15  Individual sources in a three-source 82 
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model are also analyzed separately, so as to ensure appropriate contributions.16 83 

More recently, Aboulbanine et al.17 model the current generation of linear accelerators 84 

using a phase space model consisting of primary and scatter components, with each of the 85 

scatter components being modelled in a customized manner.  They apply the model to 6 MV 86 

and 10 MV beams from an Elekta Precise head and to the 6 MV beam from a Varian 87 

Truebeam accelerator.  A more detailed model of a multileaf collimator allows for fast 88 

calculation of IMRT fields in the case of Elekta and Varian accelerators.18  These works show 89 

that accurate modelling of the linear accelerator head to produce a deterministic phase space 90 

is possible.  Similar results are also obtained in the field of particle therapy.19,20 91 

There is currently considerable interest in fast dose calculation for application to dose 92 

reconstruction during adaptive radiotherapy.21  The goal of this field of research is to be able 93 

to display the dose distribution that is being delivered to the patient in near real time, as the 94 

patient is being treated, based on real-time imaging systems and either a prior or adaptive 95 

treatment plan.  Potentially, as the patient state changes, the imaging system can measure the 96 

three-dimensional form of the patient, the tumor can be visualized, the treatment plan adapted 97 

as necessary to track the tumor, and the delivered dose reconstructed.22  Such dose 98 

reconstruction requires that the treatment plan be calculated very fast, but also with 99 

significant accuracy.  For this reason, an accurate but efficient phase space model is of 100 

increasing importance. 101 

This paper therefore describes a simple but accurate phase space model for application 102 

to fast adaptive Monte Carlo dose calculation.  For convenience of application, the 103 

parameters required for the model are designed to be compatible with those required for the 104 

photon beam model used by RayStation v10 (RaySearch Laboratories, Stockholm, 105 

Sweden).23  The resulting phase space is applied to the Monte Carlo code Dose Planning 106 

Method (DPM).24  A comparison is then made for various simple fields with the convolution-107 
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superposition dose calculation used by RayStation.  Finally, the same comparison is made for 108 

IMRT treatment plans of prostate and lung. 109 

 110 

2.  Methods 111 

A.  Phase space model 112 

For this study, the 6 MV beam of a Versa HD linear accelerator (Elekta AB, 113 

Stockholm, Sweden) was used.25  Both flattened and flattening filter-free (FFF) beams were 114 

considered.  The phase space model, illustrated schematically in figure 1, was a generalized 115 

multiple-source model consisting of a number of Gaussian-shaped sources located on the 116 

central axis of the beam.  In this work, two sources were used, one at the nominal source 117 

position of the accelerator and the second at the position of the flattening filter.  Two sources 118 

were also used for the FFF beams so as to adequately model the scatter from the primary 119 

collimator.  This section describes the theoretical basis of the phase space model, while 120 

section B describes the generation of practical values. 121 

Specifying particle positions and directions in the phase space required the use of a 122 

coordinate system.   The origin of this coordinate system was at the nominal source of the 123 

beam (i.e. at the tungsten target), the x-axis was directed orthogonally to the central axis in 124 

the same direction as defined by IEC61217, the y-axis was directed towards the foot of the 125 

couch, and the z-axis was directed along the central axis of the beam, towards the patient.  In 126 

other words, the coordinate system was equivalent to the IEC61217 standard but rotated 180° 127 

about the x-axis.  This coordinate system was found to be simplest when handling multiple 128 

sources in the beam axis.  The distance from the nominal source of the beam to the isocenter 129 

was taken to be d.  A rectangular grid was defined in the isocentric plane, whose grid points 130 

were indexed by i in the x-direction and j in the y-direction.  The position of a grid point in 131 

the beam’s eye view at the isocentric distance was given by: 132 
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 133 

dij x xx g i= +  (i = 0…I-1),         (1a) 134 

dij y yy g j= + (j = 0…J-1),         (1b) 135 

dijz d= ,           (1c) 136 

 137 

where gx and gy were the starting coordinates of the edge of the grid in the x- and y-directions 138 

respectively, x and y were the grid resolutions in the x- and y-directions respectively. 139 

The N sources of the beam model were located at positions sn (n = 1…N) from the 140 

origin, and the plane of the phase space was located a distance p from the origin, so that the 141 

grid points of (1) projected to a position on the phase space plane of: 142 

 143 

n
pij dij

n

p s
x x

d s

−
=

−
,          (2a) 144 

n
pij dij

n

p s
y y

d s

−
=

−
          (2b) 145 

pijz p=            (2c) 146 

 147 

The distance from virtual source n to this point in the phase space was given by: 148 

 149 

( )
2

2 2

pij pij pij pij nr x y z s= + + − .        (3) 150 

 151 
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At each of these locations in the phase space plane, a particle source was created, with 152 

position coordinates ( ), ,pij pij pijx y z  and unit direction vector given by: 153 

 154 

ˆ pij

pij

pij

x
x

r
= ,           (4a) 155 

ˆ pij

pij

pij

y
y

r
=            (4b) 156 

ˆ pij n

pij

pij

z s
z

r

−
=            (4c) 157 

 158 

Equations 2 and 4 defined the position and direction of the particles.  The next step 159 

was to calculate the particle fluence.  This required the use of quantities such as primary 160 

fluence and collimator position, which were tabulated in terms of off-axis position at the 161 

isocenter plane.  For example, the collimator position actually referred to the location of the 162 

collimator in the accelerator head, but its position was defined at the isocenter plane.  The 163 

divergent projection used to relate the actual position of the component and its position at the 164 

isocenter plane was always constructed from the primary source, even for secondary sources 165 

(figure 2), giving rise to a further set of coordinates at the isocenter plane: 166 

 167 

( )
( )

n

dij dij

n
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x x

c d s

−
 =

−
,          (5a) 168 
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( )

n
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n
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c d s

−
 =

−
          (5b) 169 

dijz d =            (5c) 170 

 171 
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The off-axis position of these grid points was given by: 172 

 173 

2 2

dij dij dijr x y  = + .          (6) 174 

 175 

The emitted fluence was calculated by taking the primary fluence, ( )dijr  , and modulating it 176 

by the beam aperture, ( ), ,dij dij dijx y z    .  This latter variable had a value of unity if the point 177 

( ), ,dij dij dijx y z    lay in the aperture defined by the jaws and the multileaf collimator, and 0 178 

otherwise.  For the VersaHD accelerator head,25 the aperture was modeled using the variable 179 

y-jaws (IEC 61217) and the 160 leaves of the MLC, with their 5 mm spacing at isocenter.  180 

The x-jaws of the VersaHD head were fixed at ±200 mm so were not used in this work.  Note 181 

that all of ( ), ,dij dij dijx y z   , ( ), ,dij dij dijx y z     and the jaw and MLC settings were defined at the 182 

isocenter plane.  Facility was also provided for the representation of MLC transmission, but 183 

as the transmission of the VersaHD MLC was very low,25 the transmission value was set to 184 

zero for this work.  The fluence was then given by: 185 

 186 

( ) ( ), ,pij dij dij dij dijr x y z     = .         (7) 187 

 188 

So far, it was assumed that the sources were point sources.  The next step was 189 

therefore to introduce the finite source size.  Accordingly, taking each source to have a 190 

Gaussian profile with a standard deviation of σx in the x-direction and σy in the y-direction, 191 

the width of the source at the phase space was given by the construction in figure 3: 192 

 193 

xp x

n

p c

c s
 

−
=

−
,          (8a) 194 
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 yp y

n

p c

c s
 

−
=

−
,          (8b) 195 

 196 

where c was the distance of the collimator from the nominal beam source. 197 

The effect of the finite source size on the fluence distribution at the phase space was 198 

then calculated by convolving the source distribution with the fluence calculated in (7): 199 

 200 

( ) ( ) ( ), ( ) , ,p pi j M A F A C i j i j =              (9) 201 

 202 

where ( ),i j  was a two-dimensional Gaussian function with standard deviation given in (8).  203 

The variable M was the number of monitor units specified for the beam in question and A was 204 

the total open area of the beam aperture, in mm2 at the isocenter plane.  Note that this could 205 

be considered as the integral of ( ), ,dij dij dijx y z     with respect to dx’ and dy’.  The area was 206 

included to ensure that the appropriate number of particles was transported relative to the 207 

required dose and beam aperture.26  F(A) was a collimator scatter factor and C was an 208 

absolute calibration factor which ensured that pije  represented a number of particles to be 209 

transported.  In principle, this convolution step was accomplished by Fourier transforming 210 

both the fluence distribution and the Gaussian function, multiplying in Fourier space, and 211 

then inverse transforming. 212 

The final step in the calculation of the phase space was to replicate the fluence 213 

calculated in (9) and multiply by the energy spectrum, ( )e : 214 

 215 

( )pije pij e   = .          (10) 216 

 217 
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Thus, for each source, n, a collection of particles, nije , was created, indexed by n, i, j and e: 218 

 219 

ˆ ˆ ˆ, , , ,, ,nije ppij pij pij pij pi ijej pijx y z x y z  =   .       (11) 220 

 221 

B.  Numerical implementation 222 

In this work, the phase space consisted of 800 × 800 discrete points, with a spacing at 223 

the isocenter plane of 0.5 mm, so as to cover the maximum aperture of the accelerator. 224 

For computational efficiency, the phase space was not actually constructed and stored.  225 

Instead, a series of particles were initiated in the Monte Carlo code and rejection sampling 226 

was used to select the position of each particle in the phase space grid so that the relative 227 

probability was proportional to the fluence distribution pij  (see equation (9)).  During this 228 

process, for each beam in turn, elements of the phase space with an intensity of less than 1% 229 

of the maximum intensity for that beam were neglected.  Including all phase space elements 230 

in the Monte Carlo simulation resulted in the rejection sampling spending an excessive length 231 

of time adding particles outside of the beam itself, with a consequent dramatic increase in 232 

calculation time.  Neglecting the near-zero elements of the phase space was found to be much 233 

more efficient.  The energy was further sampled by rejection sampling of the energy spectrum 234 

( )e , thereby satisfying equation (10), and the rest of the coordinates in equation (11) were 235 

then constructed for that particle. 236 

Table 1 gives the corresponding source-specific parameters used in this work for 237 

flattened beams, while Table 2 gives the parameters for FFF beams.  The source position for 238 

source 2 was based on the lower edge of the flattening filter although representing scatter 239 

from the primary collimator in the case of FFF beams.  The source weights and widths in 240 

RayStation were the result of carrying out the beam modelling process in RayStation, and 241 
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represented the standard clinical beam models. These values were used as starting values for 242 

the phase space model and in some cases were adequate without further adjustment.  In the 243 

phase space model, the source weights were manually adjusted to give good agreement with 244 

RayStation in the region just outside of the beam aperture for simple beams (see section D 245 

below).  The source widths were also adjusted to give good agreement in the penumbra 246 

region.  Table 3 gives the source-independent parameters, based on the geometry of the 247 

accelerator. 248 

The primary fluence profile, ( )dijr  , was taken directly from the RayStation model 249 

without adjustment (Table 4 for flattened beams and Table 5 for FFF beams).  The energy 250 

spectrum, ( )e , was adjusted uniformly along its energy axis to increase the relative content 251 

of high-energy photons, so that the depth dose for a 100 mm × 100 mm beam was correct 252 

(Table 6 for both flattened and FFF beams).  To ensure the correct absolute dose, the 253 

collimator scatter factor, F(A), was set to unity for a 100 mm × 100 mm beam and the 254 

calibration factor C was then calculated by adjusting so that the beam dose agreed with 255 

RayStation.  This approach, based on the 100 mm × 100 mm beam, mirrored that used in 256 

RayStation and other treatment planning systems, as well as reflecting the practical definition 257 

of monitor units on the linear accelerator.  The value used was 2.02 × 10-14 for flattened 258 

beams and 2.18 × 10-14 for FFF beams.  The collimator scatter factors, F(A), were then 259 

determined for the other field sizes by initially setting all values to unity and then adjusting so 260 

that the outputs of the square beams were correct in relation to the corresponding RayStation 261 

beams (Table 7). 262 

 263 

C.  Coupling with Monte Carlo dose calculation 264 

The phase space model was applied to the Dose Planning Method (DPM) Monte 265 

Carlo code.24  This was originally designed for simulation of electron beams and 266 
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subsequently extended to the handling of photon beams.  It used a mixed scheme to model 267 

particle interactions, with large energy-loss interactions being handled in an analogue 268 

fashion, and small energy-loss interactions being approximated by the continuous slowing-269 

down approximation.  By reformulating the Goudsmit-Saunderson multiple-scattering 270 

theory27-29 to be independent of calculation step size, the facility to compute dose using 271 

longer step sizes, while maintaining the accuracy of the modelling, was provided.  These 272 

longer step sizes, including across tissue heterogeneities, allowed for much faster calculation 273 

of the dose distribution, and hence potential clinical application. 274 

The implementation of this code used in the present study was written in C++ and was 275 

designed to take advantage of modern multi-core central processing units (CPUs).30  It was 276 

run on a 4-core CPU with eight threads running at 3.4 GHz.  Tissue type was determined 277 

using a stoichiometric calibration,31 in which a conversion table of Hounsfield number to 278 

relative electron density was used to determine relative electron density.  An empirical 279 

conversion formula was then used to convert relative electron density into physical density, 280 

and a series of discrete ranges of physical density were then defined, each corresponding to a 281 

different tissue type, with tabulated properties.32 282 

The program read the IMRT plan from a DICOM file, computed the phase space from 283 

the plan, and then applied the phase space to the Monte Carlo simulation.  The requested 284 

statistical uncertainty was 1.5%, following Goodall and Ebert.33  The final dose distribution 285 

represented the dose due to the arbitrary number of particles required to give the requested 286 

statistical uncertainty, and was therefore unrelated to the number of monitor units in the plan.  287 

The dose distribution was therefore scaled by pijij
H , where pijij

  (see equation (10)) 288 

represented the integral fluence and H was the total number of particles transported.  The 289 

denominator of this factor effectively converted the dose distribution into dose per particle 290 

and the numerator then multiplied it by the exact number of particles calibrated according to 291 
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the monitor units.  A median window filter with a radius of three voxels was applied to the 292 

final dose distribution to reduce the statistical noise.34,35  The method computed dose to 293 

medium in medium. 294 

 295 

D.  Application to simple beams 296 

To test the accuracy of the phase space implementation and subsequent Monte Carlo 297 

algorithm, the dose distribution in a homogeneous water phantom of dimensions 300 mm 298 

width (A-B direction) × 300 mm height × 300 length (superior-inferior direction) was 299 

calculated for square fields of width 10 mm, 20 mm, 30 mm, 50 mm, 100 mm, 150 mm and 300 

200 mm.  Off-axis fields were also considered, consisting of square fields of width 30 mm 301 

and 50 mm, with the center of the field located either 50 mm or 100 mm to the +X and +Y 302 

direction in the beam’s eye view (IEC 61217 convention).  The resolution of the phase space 303 

was 0.5 mm × 0.5 mm and the dose grid resolution was 2.0 mm × 2.0 mm × 2.0 mm, which 304 

represented a typical resolution in a clinical setting.  For the field of width 10 mm, the 305 

median window filter was reduced to a width of one voxel to avoid excessively smoothing 306 

the already small high-dose region.  Dose to medium in medium was computed.  The 307 

resulting dose distributions were exported from the DPM software as a DICOM-RT dose 308 

object and then imported into RayStation, where the dose was compared with that computed 309 

using RayStation’s own collapsed cone convolution algorithm on an identical grid resolution.  310 

The collapsed cone convolution algorithm was used in contrast to RayStation’s Monte Carlo 311 

photon algorithm for two reasons: (a) the phase space parameters were taken from the 312 

convolution model so the convolution model was the logical selection for comparison, and 313 

(b) to avoid adding statistical uncertainties from two Monte Carlo results. 314 

Both the DPM dose and the RayStation dose were also exported to Verisoft (v8.0, 315 

PTW, Freiburg, Germany).  Output factors, calculated as the dose at the center of the field at 316 
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100 mm depth in the phantom, relative to the dose at the center of a 100 mm × 100 mm field 317 

at the same depth, were computed.  Gamma statistics were also computed for 2% of 100 cGy 318 

and 2 mm.  The percentage of dose voxels with a gamma of less than unity was recorded, 319 

considering those voxels with a dose higher than 10% of the maximum RayStation dose.   320 

 321 

E.  Application to IMRT plans 322 

The method was then applied to two stereotactic ablative body radiotherapy (SABR) 323 

treatment plans: a prostate and a lung plan.  These plans were used at this center as part of a 324 

multi-institutional study of real-time adaptive radiotherapy,36 so the validity and accuracy of 325 

the plans was well understood.  (The plans were produced using Pinnacle3 v9.10 (Philips 326 

Radiation Oncology Systems, Madison, WI) but recalculated in RayStation for the purposes 327 

of this dose comparison study.)  The prostate clinical target volume (CTV) was 55.7 cm3 and 328 

the contouring was according to RTOG 0938.37  The margin between the CTV and the 329 

planning target volume (PTV) was 3 mm posteriorly and 5 mm elsewhere.  The treatment 330 

plan consisted of seven equally spaced coplanar beams, with a total of 28 segments, for step-331 

and-shoot delivery with the 6-MV beam of a Versa HD accelerator.  Both flattened and FFF 332 

versions of the plan were available for comparison. 333 

The gross tumor volume (GTV) of the phase I non-small cell lung cancer patient was 334 

7.7 cm3 and the CTV was taken to be equal to the GTV.  The PTV margin was 5 mm in all 335 

directions.  No internal target volume was defined as the treatment plan was designed to be 336 

used in conjunction with multileaf collimator tracking.36  The treatment plan consisted of 15 337 

equally spaced coplanar beams, with a total of 30 segments for step-and-shoot delivery.  Both 338 

flattened and FFF versions of the treatment plan were considered. 339 

All of these plans were recalculated using the phase space model and DPM code, as 340 

well as in RayStation using collapsed cone convolution.  The resolution of the phase space 341 
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was 0.5 mm × 0.5 mm in DPM and the dose grid resolution was 2.0 mm × 2.0 mm × 2.0 mm 342 

in both DPM and RayStation, in accord with normal clinical practice for these SABR 343 

treatment plans.  Note that DPM calculated dose to medium in medium, whereas RayStation 344 

calculated dose to water of modified density. 345 

Verisoft was also used to compute gamma statistics for the DPM and RayStation 346 

doses, for 2% of the prescribed dose and 2 mm.  Note that the plans were stereotactic, so the 347 

maximum dose was considerably higher than the prescribed dose.  The percentage of dose 348 

voxels with a gamma of less than unity was recorded, considering those voxels with a dose 349 

higher than 10% of the maximum RayStation dose. 350 

 351 

3.  Results 352 

A.  Phase space 353 

A version of the phase space with reduced spatial resolution and with a single photon 354 

energy is shown in figure 4 for a 100 mm × 100 mm flattened beam.  The primary source is 355 

of the order of 1 mm so the blurring due to the source size is minimal.   The result is that the 356 

fluence closely follows the shape of the aperture, with magnitude largely governed by the 357 

supplied radial fluence profile.  In contrast, the secondary source is broad (24 mm standard 358 

deviation), so the fluence is dominated by Gaussian blurring. 359 

 360 

B.  Application to simple beams 361 

  Numbers of particle histories to give the required statistical uncertainty of 1.5% for a 362 

sample of cases are shown in Table 8.  Number of histories, and hence dose calculation time 363 

is approximately proportional to the total area of the beam aperture, but also depends on the 364 

volume of the high-dose region over which statistical uncertainty is measured.  For single 365 

beams, the high-dose region is somewhat extended, so the calculation takes 5 minutes for a 366 
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100 mm × 100 mm square field on the 4-core CPU used in this work and correspondingly 367 

shorter or longer for the smaller and larger field sizes. 368 

A difference map between the DPM dose distribution and the RayStation convolution 369 

dose distribution is shown in figure 5 for a 30 mm × 30 mm flattened beam.  Similar results 370 

are obtained for fields down to 10 mm × 10 mm in size.  A difference map is shown in figure 371 

6 for a 100 mm × 100 mm flattened beam.  The dose differences are generally less than 2%.  372 

The area of larger difference in the buildup region is attributed to the lack of an electron 373 

contamination component in the DPM code used for this study.  Note that there is an area 374 

outside of the beam with a dose difference of 1-2%.  This is due to a small out-of-field 375 

underestimation of dose by the phase space model, exacerbated by the lack of electron 376 

contamination in the DPM calculation.  The effect is not seen further laterally and at deeper 377 

depths.  Figure 7 shows the results for a 150 mm × 150 mm FFF beam.  The dose agreement 378 

between DPM and RayStation is generally better than 1%, with the exception of the regions 379 

of high dose gradient, and the region outside of the beam superficially, the latter being in the 380 

order of 2%, diminishing to zero at greater depths.  An example of an off-axis field is shown 381 

in figure 8.  The agreement of dose in the penumbra region is not quite as uniform as with 382 

symmetric fields, but still in good agreement.  The depth dose is also in reasonable 383 

agreement, except superficially, where the absence of electron contamination in the Monte 384 

Carlo result is evident. 385 

The output factors are shown in Table 9, where it can be seen that the agreement 386 

between DPM and RayStation is generally within ±1%.  The gamma agreement is shown in 387 

Table 10.  The majority of doses for DPM are within 2% and 2 mm of the corresponding 388 

RayStation doses.  However, some allowance needs to be made for the lack of electron 389 

contamination in the Monte Carlo results, which reduces the gamma pass rate by up to 390 

approximately 10%, with greater impact for small fields, where the differences in the buildup 391 
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region account for a relatively large proportion of points evaluated. 392 

 393 

C.  Application to IMRT plans 394 

For the complete prostate and lung IMRT plans, the dose calculation takes 3 minutes.  395 

Difference maps between the DPM dose distribution and the RayStation convolution dose 396 

distribution are shown in figure 9 for the prostate case using flattened beams.  In general, the 397 

dose difference between the two calculation methods is less than ±2%, but the difference 398 

increases to ±4% in the regions representing high dose gradients of individual segments.  A 399 

small degree of smoothing is visible in the dose distribution, due to the filtration used to 400 

reduce the statistical noise in the Monte Carlo simulation.  The dose-volume histograms are 401 

in good agreement between calculation methods, with the largest differences seen for the 402 

penile bulb, which has a small volume and is located very close to the PTV.  For the rectum, 403 

the difference between calculation methods is greater at higher doses, due to the presence of 404 

higher dose gradients at those higher doses.  Similar results are also seen for the case of FFF 405 

beams (figure 10).  For the rectum, the difference between DPM and RayStation is again 406 

greater at higher doses, due to higher dose gradients. 407 

The results are shown in figure 11 and figure 12 for the lung case with flattened and 408 

FFF beams respectively.  The largest difference in the dose distributions is seen centrally 409 

within the PTV, in the order of 6%, with the edges of the PTV exhibiting better dosimetric 410 

agreement.  The dose profiles show that the dose fall-off around the PTV is in good 411 

agreement, but that there are some differences between the two calculation methods in the 412 

beam penumbra further away from the target volume.  The dose-volume histograms for the 413 

normal tissues are in good agreement between convolution and Monte Carlo calculations. 414 

Gamma results for all of these plans are summarized in Table 11.  Broadly, the gamma 415 

results reflect the reasonable agreement of the Monte Carlo and convolution algorithms.  416 
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However, there are some differences between the algorithms, including the absence of 417 

electron contamination in the incident beams in the case of DPM, which lower the percentage 418 

of dose voxels with gamma less than unity. 419 

 420 

4.  Discussion 421 

An accurate phase space model is essential for reliable dose calculation using Monte 422 

Carlo simulation.  The final accuracy of the calculation depends on both the accuracy of the 423 

phase space and the accuracy of the Monte Carlo simulation in the patient, so even if the 424 

Monte Carlo algorithm itself is highly accurate, the final results are not accurate if the phase 425 

space is unreliable.  Although it is difficult to estimate the sources of uncertainty accurately, 426 

the results in this study indicate that the standard deviation of uncertainty in the phase space 427 

model is around 1% and the statistical uncertainty in the Monte Carlo calculation is around 428 

1.5%.  These uncertainties combine in quadrature, and observations may be up to two 429 

standard deviations from the mean.  In the lung case particularly, there are also differences 430 

between convolution/superposition and Monte Carlo simulation due to different modelling of 431 

the physical processes involved in dose deposition.  In this situation, the Monte Carlo result is 432 

likely to be the more accurate due to the more comprehensive modelling of particle scatter in 433 

the inhomogeneous media.  Monte Carlo simulation is considered to be the gold standard for 434 

dose calculation, which is the motivation for using it in the real-time adaptive context, and 435 

the lung IMRT case demonstrates the improvement in accuracy.  The difference between the 436 

two dose calculation methods has a standard deviation in the order of 2%.   437 

In addition, the generation of the phase space must be fast for clinical application, 438 

particularly in the context of real-time adaptive radiotherapy.  The method presented offers a 439 

method for generation of a phase space which is both efficient to calculate and suitably 440 

accurate.  It therefore opens up scope for Monte Carlo simulation in a real-time context. 441 
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For practical purposes, it is also helpful if the phase space model is compatible with a 442 

commercial treatment planning system.  In this case, the phase space is chosen to agree as 443 

closely as possible with the deterministic dose calculation algorithm on the RayStation 444 

treatment planning system.  The RayStation treatment planning system also provides a Monte 445 

Carlo algorithm, but this is not used for the present study as the parameters of the convolution 446 

model are used for the phase space, so the convolution calculation is the natural choice of 447 

dose algorithm for comparison.  This also avoids the buildup of statistical uncertainty due to 448 

the comparison of two Monte Carlo algorithms.  The collapsed cone 449 

convolution/superposition algorithm used by RayStation is also the standard clinical 450 

algorithm used at this center, so it is the natural choice for comparison. 451 

The doses calculated by DPM for simple beams in a water-equivalent phantom show 452 

good agreement with the RayStation doses.  The largest differences occur in the buildup 453 

region, because the Monte Carlo phase space does not include electrons, so the Monte Carlo 454 

results show lower dose in that region.  This is also reflected in the gamma results.  There is 455 

also reasonable agreement between the Monte Carlo and convolution methods for the prostate 456 

case, although again affected by the differences in the buildup region.  Some larger 457 

differences are apparent in the lung case, but perfect agreement is not expected in this plan 458 

due to the nature of calculating dose in a very inhomogeneous environment using 459 

convolution-superposition and Monte Carlo methods.  In particular, the two calculations 460 

account for loss of lateral electronic equilibrium in very different ways. 461 

Some difference between RayStation and DPM is expected for both of the patient 462 

cases due to the calculation of absorbed dose to water of modified density in RayStation and 463 

absorbed dose to medium in DPM.  However, the difference in dose in this scenario is shown 464 

by Ma and Li to be much less than when comparing absorbed dose to water of modified 465 

density with absorbed dose to water in medium.38  The difference between absorbed dose to 466 
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water of modified density and absorbed dose to medium is also greatest for high-density 467 

media such as bone, so is not considered to have much impact on the dose comparison in the 468 

target regions of either of the clinical plans chosen in this study.  The reader is referred to the 469 

work of Ma and Li for a full discussion, with various simulations, on this subject.38  In 470 

general, it is recognized that dose to medium is the long-term goal of treatment planning 471 

solutions and most treatment planning dose calculation engines now provide something as 472 

close as possible to this. 473 

The VersaHD accelerator head is modeled in this work, as this is the most widely used 474 

accelerator at this center, but the model is sufficiently general to be applied to other 475 

accelerators.  Schach von Wittenau et al.7,8 show good agreement between a computational 476 

phase space and a full Monte Carlo simulation of the beam for 600C and 2100C linear 477 

accelerators (Varian).  The work of Fix et al.14-16 is centered on Varian Clinac accelerators, 478 

and also shows good agreement between simple source models and full Monte Carlo 479 

simulation.  Meanwhile, Nwankwo et al.13 model the Synergy accelerator (Elekta), which is 480 

similar to that used in the present study.  Aboulbanine et al.17 compare the phase space 481 

produced by a virtual source model with the standard phase space data provided by the 482 

International Atomic Energy Authority (IAEA),39 with moderately good agreement for the 6- 483 

and 10-MV beams of a Precise accelerator (Elekta) and for the 6-MV beam of a TrueBeam 484 

accelerator (Varian).  They also demonstrate good agreement between dose calculations 485 

resulting from the virtual source model and from the standard phase space, when using 486 

GEANT4 as the Monte Carlo engine.  Their work17 is for rectangular fields, and a subsequent 487 

report18 describes the incorporation of a multileaf collimator into the virtual source model. 488 

Compared to these studies, the method in the current paper has the advantage of being 489 

related to a clinically commissioned commercial treatment planning system.  As the 490 

parameters in the phase space model relate closely to those in the treatment planning system, 491 
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it is possible to generate a phase space model for application to clinical treatment plans with 492 

maximum efficiency.  Some manual adjustment of the beam parameters is still necessary, but 493 

the required changes are intuitive and can be manually applied.  Generally, the other studies 494 

in the literature,7,8,13-16 described above, compare a source model with a full phase space, so 495 

achieve closer agreement than when comparing a source model with another dose calculation 496 

algorithm, as in the present study. 497 

The work described is expected to form the basis of a dose reconstruction method for 498 

application to real-time adaptive radiotherapy.  The fine phase space and dose grid are chosen 499 

in this study for optimal accuracy, and give rise to a computation that is too slow to be used in 500 

real time.  However, with careful adjustment of these parameters, real time calculations may 501 

be possible.  For example, it may be useful to reduce the resolution of the phase space grid 502 

and to use a slightly coarser dose grid.  Reducing the number of particle histories while 503 

increasing the final filtering is another area of practical interest.  For example, Bai et al.40 use 504 

a machine learning technique to de-noise a Monte Carlo dose distribution generated using 505 

very few particle histories. 506 

A number of authors describe the use of a graphics processing unit (GPU) to increase 507 

the parallelism of the computation.41  This approach is pursued by Jia et al., who describe the 508 

implementation of the DPM code on GPU, with one to two orders of magnitude speedup 509 

compared to a single-thread implementation.42,43  Townson et al.44 describe simplified phase-510 

space models for this implementation, so as to avoid the time overhead associated with 511 

reading a large phase-space file.  GPU implementations of the GEANT4 and PENELOPE 512 

codes are also described in the literature,45,46 as well as new ground-up codes specifically 513 

intended for GPU.47  One of the difficulties of implementing Monte Carlo calculation on 514 

GPU is that the progress of the calculations on different units can diverge with time due to 515 

differences in calculation efficiency.  Rejection sampling contributes significantly to this 516 
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effect, and Liang et al. therefore replace rejection sampling with inverse transform 517 

sampling.48 518 

In the meantime, multi-core CPU architectures have progressed, so that calculation of 519 

100 threads on CPUs is possible, giving a computation speed which may be competitive with 520 

GPU implementations.  Whichever method is chosen for computation, there is scope to 521 

improve the calculation speed by several orders of magnitude, opening up the possibility of 522 

real-time calculation.  Such real-time application is an interesting and potentially valuable 523 

aspect to the use of Monte Carlo simulation in radiotherapy. 524 

 525 

5.  Conclusions 526 

A simple dual-source accelerator head model can be used successfully to construct a 527 

phase space for application to fast Monte Carlo dose calculation.  The parameters in this 528 

study are derived from the clinical RayStation beam model used for convolution dose 529 

calculation at this center, with minimal adjustment required.  When the phase space is applied 530 

to the DPM Monte Carlo dose calculation code, good agreement with dose calculated by the 531 

convolution algorithm in RayStation is obtained.  There is therefore scope for application of 532 

the phase space model to Monte Carlo calculation in a real-time adaptive context. 533 

 534 

535 
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Tables 678 

 679 

 680 

 681 

Table 1.  Source-specific model parameters for flattened beams. 682 

 683 

PARAMETER RAYSTATION DPM 

 SOURCE 1 SOURCE 2 SOURCE 1 SOURCE 2 

Position relative to 

nominal source (mm) 

0.0 150.0 0.0 150.0 

Source weight (relative 

units) 

1.0 0.08 0.94 0.06 

Source width (standard 

deviation) in IEC61217 x-

direction (mm) 

0.8 24.0 1.5 24.0 

Source width (standard 

deviation) in IEC61217 y-

direction (mm) 

1.0 24.0 1.5 24.0 

 684 

685 
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 686 

 687 

Table 2.  Source-specific model parameters for FFF beams. 688 

 689 

PARAMETER RAYSTATION DPM 

 SOURCE 1 SOURCE 2 SOURCE 1 SOURCE 2 

Position relative to 

nominal source (mm) 

0.0 150.0 0.0 150.0 

Source weight (relative 

units) 

1.0 0.04 0.96 0.04 

Source width (standard 

deviation) in IEC61217 x-

direction (mm) 

0.6 25.0 2.0 24.0 

Source width (standard 

deviation) in IEC61217 y-

direction (mm) 

0.3 25.0 0.5 24.0 

 690 

691 
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 692 

Table 3.  Source-independent model parameters 693 

 694 

PARAMETER VALUE 

Phase space width in IEC61217 x-direction (pixels) 800 

Phase space width in IEC61217 y-direction (pixels) 800 

Phase space resolution in IEC61217 x-direction (mm at isocenter) 0.5 

Phase space resolution in IEC61217 y-direction (mm at isocenter) 0.5 

Phase space edge position in IEC61217 x-direction (mm at isocenter) -200.0 

Phase space edge position in IEC61217 y-direction (mm at isocenter) -200.0 

Phase space position relative to nominal source (mm) 548.0 * 

Collimator position relative to nominal source (mm) 401.8 † 

 695 

*Versa HD accessory ring 696 

†Versa HD multileaf collimator bottom of leaves 697 

698 
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 699 

 700 

Table 4.  Primary fluence profile used for the generation of the phase space for flattened 701 

beams. 702 

 703 

OFF-AXIS 

POSITION (mm) 

RELATIVE INTENSITY 

0.0 1.000 

10.0 1.003 

20.0 1.006 

50.0 1.020 

70.0 1.025 

90.0 1.030 

100.0 1.035 

150.0 1.047 

175.0 1.051 

190.0 1.055 

200.0 1.060 

210.0 1.060 

230.0 1.000 

260.0 0.500 

261.0 0.000 

500.0 0.000 

 704 

 705 
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 706 

 707 

Table 5.  Primary fluence profile used for the generation of the phase space for FFF beams. 708 

 709 

OFF-AXIS 

POSITION (mm) 

RELATIVE INTENSITY 

0 1.000 

20 0.971 

50 0.865 

70 0.787 

90 0.720 

100 0.684 

150 0.552 

175 0.499 

190 0.475 

200 0.455 

210 0.435 

225 0.410 

240 0.375 

250 0.345 

255 0.325 

258 0.000 

 710 

 711 

712 
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 713 

 714 

Table 6.  Energy spectrum used for the generation of the phase space. 715 

 716 

ENERGY 

(MeV) 

RELATIVE INTENSITY 

(flattened beams) 

RELATIVE INTENSITY 

(FFF beams) 

0.50 0.04184 0.08990 

1.00 0.07318 0.09820 

1.50 0.08604 0.06197 

2.00 0.07853 0.05149 

2.50 0.06149 0.04309 

3.00 0.05403 0.03776 

3.50 0.03800 0.03369 

4.00 0.02962 0.03032 

5.00 0.02559 0.02645 

6.00 0.01542 0.02408 

 717 

 718 
719 
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 720 

Table 7.  Collimator scatter factors for flattened and FFF beams. 721 

 722 

FIELD SIZE 

(mm) 

SCATTER FACTOR 

(flattened beams) 

SCATTER FACTOR 

(FFF beams) 

10.0 0.970 0.980 

20.0 0.930 0.980 

30.0 0.940 0.960 

50.0 0.975 0.985 

100.0 1.000 1.000 

150.0 1.015 1.000 

200.0 1.030 1.015 

400.0 1.040 1.020 

 723 

 724 

725 
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 726 

Table 8.  Number of photon histories required for calculation with flattened and FFF beams. 727 

 728 

FIELD SIZE / 

TREATMENT PLAN 

HISTORIES 

(flattened beams) 

HISTORIES 

(FFF beams) 

10.0 mm 3.50 × 106 3.70 × 106 

30.0 mm 2.90 × 107 3.00 × 107 

50.0 mm 7.98 × 107 8.14 × 107 

100.0 mm 3.13 × 108 3.10 × 108 

200.0 mm 1.22 × 109 1.10 × 109 

Prostate IMRT 3.28 × 107 3.55 × 107 

Lung IMRT 6.63 × 107 7.53 × 107 

 729 

 730 

731 
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 732 

Table 9.  Output factors for simple beams. 733 

 734 

FIELD 

OFFSET 

 

FIELD 

WIDTH 

(mm) 

DPM OF 

(flattened 

beams) 

RAYSTATION 

OF 

(flattened beams) 

DPM OF 

(FFF beams) 

RAYSTATION 

OF 

(FFF beams) 

None 10 0.690 0.682 0.699 0.703 

None 20 0.803 0.796 0.836 0.830 

None 30 0.845 0.837 0.885 0.878 

None 50 0.900 0.903 0.932 0.924 

None 100 1.000 1.000 1.000 1.000 

None 150 1.053 1.060 1.033 1.037 

None 200 1.086 1.098 1.068 1.061 

X 50 mm* 30 0.851 0.853 0.764 0.761 

X 50 mm 50 0.914 0.920 0.813 0.803 

X 100 mm 30 0.862 0.862 0.608 0.601 

X 100 mm 50 0.923 0.933 0.643 0.637 

Y 50 mm 30 0.854 0.853 0.764 0.761 

Y 50 mm 50 0.911 0.920 0.810 0.803 

Y 100 mm 30 0.860 0.863 0.608 0.602 

Y 100 mm 50 0.922 0.933 0.639 0.637 

 735 

*X- and Y- offset refer to the IEC 61217 collimator convention. 736 

 737 

 738 
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Table 10.  Gamma pass rate for simple beams. 739 

 740 

FIELD OFFSET 

 

FIELD WIDTH 

(mm) 

GAMMA* 

(flattened beams) 

GAMMA* 

(FFF beams) 

None 10 97.2 97.5 

None 20 77.1 72.5 

None 30 85.3 80.9 

None 50 90.6 90.2 

None 100 93.4 93.9 

None 150 92.9 94.3 

None 200 76.3 94.9 

X 50 mm† 30 85.4 83.9 

X 50 mm 50 89.1 91.2 

X 100 mm 30 80.1 87.1 

X 100 mm 50 79.7 91.4 

Y 50 mm 30 85.9 83.6 

Y 50 mm 50 89.6 91.1 

Y 100 mm 30 81.3 85.6 

Y 100 mm 50 79.2 90.0 

 741 

*2 cGy / 2 mm with threshold 10% of maximum dose. 742 

†X- and Y- offset refer to the IEC 61217 collimator convention. 743 

 744 

 745 

 746 
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Table 11.  Gamma pass rate for the IMRT plans. 747 

 748 

TREATMENT 

PLAN 

GAMMA 

TOLERANCE* 

GAMMA† 

(flattened beams) 

GAMMA† 

(FFF beams) 

Prostate IMRT 2% / 2 mm 79.2 80.6 

Prostate IMRT 3% / 3 mm 91.3 93.1 

Lung IMRT 2% / 2 mm 66.2 63.2 

Lung IMRT 3% / 3 mm 84.3 83.4 

 749 

*Percentage refers to percentage of prescribed dose. 750 

†Threshold 10% of maximum dose in the RayStation plan. 751 

 752 

 753 

 754 

755 
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Figures 756 

 757 

 758 

 759 

 760 

 761 

 762 

Fig. 1.  Schematic diagram of the phase space model for the case of two sources. 763 

 764 

 765 

 766 
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 767 

 768 

 769 

 770 

 771 

Fig. 2.  Transformation of coordinates from the secondary divergent system to the primary 772 

divergent system for comparison with collimator and fluence settings.  To determine whether 773 

point (i, j) with position xdij lies within the beam aperture, the position n
dij

n

c s
x

d s

−

−
of the grid 774 

point at the collimator plane is calculated.  However, the collimator setting is expressed at 775 

isocenter according to divergence given by the primary source, so the calculated coordinate 776 

must be scaled by d/c, giving 
( )
( )

n

dij dij

n

d c s
x x

c d s

−
 =

−
.  Diagram not to scale. 777 

 778 

 779 

 780 

 781 

 782 
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 783 

 784 

 785 

 786 

 787 

 788 

Fig. 3.  Width of a given source at the phase space plane.  The fluence at the phase space 789 

plane is equal to the source distribution convolved with the collimator opening.  In this 790 

instance, the collimator opening forms a delta function, which when convolved with the 791 

source distribution, equals the source distribution.  The relative positions of source plane, 792 

collimator and phase space plane influence the magnification of the source. 793 

 794 

 795 

 796 

 797 

 798 

 799 
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 800 

 801 

 802 

Fig. 4.  Fluence distribution of the phase space with a reduced resolution of 2 mm × 2 mm 803 

(specified at the isocenter) and a single photon energy of 1 MeV for a 100 mm × 100 mm 804 

flattened beam.  Note that the horizontal and vertical axes have difference scales in the two 805 

parts of the figure, the former due to the different divergence of the primary and secondary 806 

sources, and the latter due to the different magnitudes of the sources.   807 
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 808 

Fig. 5.  (a) Dose distribution calculated by the phase space model and DPM for a 30 mm × 30 809 

mm square flattened beam.  (b) Dose difference map of DPM in relation to RayStation 810 

convolution calculation.  (c) Dose profiles through the central axis of the beam at a depth of 811 

(left) 50 mm, (center) 100 mm and (right) 150 mm (as indicated by the lines in (a)).  Solid 812 

line: DPM (cGy), dotted line: RayStation convolution (cGy), dashed line: difference (mGy). 813 
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 814 

Fig. 6.  (a) Dose distribution calculated by the phase space model and DPM for a 100 mm × 815 

100 mm square flattened beam.  (b) Dose difference map of DPM in relation to RayStation 816 

convolution calculation.  (c) Dose profiles through the central axis of the beam at a depth of 817 

(left) 50 mm, (center) 100 mm and (right) 150 mm (as indicated by the lines in (a)).  Solid 818 

line: DPM (cGy), dotted line: RayStation convolution (cGy), dashed line: difference (mGy). 819 
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 820 

Fig. 7.  (a) Dose distribution calculated by the phase space model and DPM for a 150 mm × 821 

150 mm square FFF beam.  (b) Dose difference map of DPM in relation to RayStation 822 

convolution calculation.  (c) Dose profiles through the central axis of the beam at a depth of 823 

(left) 50 mm, (center) 100 mm and (right) 150 mm (as indicated by the lines in (a)).  Solid 824 

line: DPM (cGy), dotted line: RayStation convolution (cGy), dashed line: difference (mGy). 825 
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 826 

Fig. 8.  (a) Dose distribution calculated by the phase space model and DPM for a 30 mm × 30 827 

mm square beam, 100 mm off-axis towards +X (IEC61217 convention).  (b) Dose difference 828 

map of DPM in relation to RayStation convolution calculation.  (c) Oblique depth-dose 829 

through the center of the beam (as indicated by the line in (a)).  Solid line: DPM, dotted line: 830 

RayStation convolution. 831 
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 832 

 833 

 834 

Fig. 9.  (a) Dose distribution for the prostate IMRT case with flattened beams calculated by 835 

the phase space model and DPM.  (b) Dose difference map of DPM in relation to RayStation 836 

convolution calculation.  (c) Dose-volume histograms for DPM and RayStation convolution.  837 

(d) Dose profiles from patient’s right to patient’s left and from anterior to posterior through 838 

the isocenter (as indicated by the lines in (a)).  Solid lines: DPM, dotted lines: RayStation 839 

convolution. 840 

 841 

 842 

843 
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 844 

 845 

 846 

 847 

Fig. 10.  (a) Dose distribution for the prostate IMRT case with FFF beams calculated by the 848 

phase space model and DPM.  (b) Dose difference map of DPM in relation to RayStation 849 

convolution calculation.  (c) Dose-volume histograms for DPM and RayStation convolution.  850 

(d) Dose profiles from patient’s right to patient’s left and from anterior to posterior through 851 

the isocenter (as indicated by the lines in (a)).  Solid lines: DPM, dotted lines: RayStation 852 

convolution. 853 

 854 

 855 

 856 

 857 
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 858 

 859 

Fig. 11.  (a) Dose distribution for the lung IMRT case with flattened beams calculated by the 860 

phase space model and DPM.  (b) Dose difference map of DPM in relation to RayStation 861 

convolution calculation.  (c) Dose-volume histograms for DPM and RayStation convolution.  862 

(d) Dose profiles from patient’s right to patient’s left and from anterior to posterior through 863 

the isocenter (as indicated by the lines in (a)).  Solid lines: DPM, dotted lines: RayStation 864 

convolution. 865 

866 
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 867 

 868 

Fig. 12.  (a) Dose distribution for the lung IMRT case with FFF beams calculated by the 869 

phase space model and DPM.  (b) Dose difference map of DPM in relation to RayStation 870 

convolution calculation.  (c) Dose-volume histograms for DPM and RayStation convolution.  871 

(d) Dose profiles from patient’s right to patient’s left and from anterior to posterior through 872 

the isocenter (as indicated by the lines in (a)).  Solid lines: DPM, dotted lines: RayStation 873 

convolution. 874 

 875 


