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Abstract

Disease heterogeneity is ubiquitous in biomedical and clinical studies. In genetic

studies, researchers are increasingly interested in understanding the distinct

genetic underpinning of subtypes of diseases. However, existing set‐based
analysis methods for genome‐wide association studies are either inadequate or

inefficient to handle such multicategorical outcomes. In this paper, we proposed

a novel set‐based association analysis method, sequence kernel association test

(SKAT)‐MC, the sequence kernel association test for multicategorical outcomes

(nominal or ordinal), which jointly evaluates the relationship between a set of

variants (common and rare) and disease subtypes. Through comprehensive

simulation studies, we showed that SKAT‐MC effectively preserves the nominal

type I error rate while substantially increases the statistical power compared to

existing methods under various scenarios. We applied SKAT‐MC to the Polish

breast cancer study (PBCS), and identified gene FGFR2 was significantly

associated with estrogen receptor (ER)+ and ER− breast cancer subtypes. We

also investigated educational attainment using UK Biobank data (N = 127, 127)

with SKAT‐MC, and identified 21 significant genes in the genome. Consequently,

SKAT‐MC is a powerful and efficient analysis tool for genetic association studies

with multicategorical outcomes. A freely distributed R package SKAT‐MC can be

accessed at https://github.com/Zhiwen-Owen-Jiang/SKATMC.
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1 | INTRODUCTION

The last 15 years have observed a tremendous success of
genome‐wide association studies (GWAS) which have
collectively identified over 55,000 unique genetic loci for
nearly 5000 diseases and traits (MacArthur et al., 2017).

Case‐control study has been the mainstream study design
of GWAS, in which study participants are classified as
“diseased” and “nondiseased” groups and tested for
association with genetic variants (e.g., SNPs). However,
this is an oversimplification of reality. Disease pheno-
types and clinical characteristics naturally have various
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properties and structures. Multicategorical outcomes
(nominal and ordinal) are frequently observed when
investigating complex human diseases. For example,
breast cancer is commonly classified into different
subtypes based on status of estrogen receptor (ER),
progesterone receptor (PR), and human epidermal
growth factor receptor‐2 (HER2) (Prat et al., 2015). Each
subtype has distinct genetic risk profiles and disease
prognosis (H. Zhang, Ahearn, et al., 2020). Given various
subtypes of a disease, association patterns between these
subtypes and genetic variants are not necessarily the
same. For instance, a variant may only contribute to the
risk of a specific disease subtype but not others, or the
corresponding effect sizes differ from subtype to subtype.
We refer this phenomenon to heterogeneity of genetic
effects across subtypes, which has been observed in many
recent studies (Bareche et al., 2018). Understanding the
genetic underpinning of the distinct disease subtypes has
stimulated great interest over recent years (Liang
et al., 2015).

In this paper, we focus on set‐based association
analysis, in which a set of genetic variants that fall into
the same gene or genomic location are combined and
tested together for association. Comparing to the single
variant analysis in which each variant is tested one by
one followed by multiple comparison adjustment, set‐
based analysis aggregates information across multiple
variants. It takes into account complex connections
between variants, leading to discoveries with better
biological interpretability, and reduces multiple compar-
ison burden. It is particularly advantageous to analyze
rare variants when the minor allele frequency (MAF) is
so small that the statistical power for detecting the
association for a single variant is slim (S. Lee et al., 2014).

The burden test is one of the early approaches for
analyzing associations between a set of variants and a
phenotype of interest (Bocher et al., 2019; B. Li &
Leal, 2008; Madsen & Browning, 2009). It collapses the
information across all variants in the set into a univariate
burden score, and tests association between the burden
score and an outcome. Because the burden score is
usually a linear combination of the single score of each
variant, the burden test gains power when effects of
genetic variants are the same or at least in the same
direction. Its performance substantially deteriorates
when association directions are opposite (S. Lee
et al., 2012).

In contrast, the kernel machine regression model is
another big school for set‐based genetic association
analysis. It has the advantage to maintain a high power
even when the signals of individual variants are of
different directions (Davenport et al., 2018; Wu
et al., 2011). In this semiparametric regression

framework, the genetic effect is modeled through a
kernel similarity matrix instead of a linear combination,
allowing for signals with different directions to be
combined instead of being canceled out. By the connec-
tion between the kernel machine regression models and
the (generalized) linear mixed models (LMM or GLMM),
testing for genetic effect is equivalent to testing a
variance‐component in LMM or GLMM (D. Liu
et al., 2007), providing a computationally efficient way
for hypothesis testing across a large number of genes.
Within the kernel machine regression models, the
sequence kernel association test (SKAT) is one of the
most widely used approaches (Wu et al., 2011). However,
the original SKAT only allows for continuous and binary
outcomes. When the outcome is multicategorical, bin-
ning of multiple groups is necessary, such as grouping all
subtypes of a disease into a “diseased” category, which
will inevitably lead to power loss if the genetic effects are
different across subtypes.

Some recent studies have tried to extend SKAT to
handle multiple subtypes of diseases. Davenport et al.
extended SKAT for testing multivariate binary outcomes
(Davenport et al., 2018), which is statistically different
from a multicategorical outcome. For a multicategorical
outcome, each patient belongs into a single group; for a
multivariate binary outcome, each patient may fall into
multiple groups. From a practice standpoint, multi-
categorical outcome is a more natural characterization of
disease subtypes. For multicategorical outcomes, a few
efforts have been made recently. H. Zhang et al. (2021)
employed a mixed‐effect two‐stage polytomous model
score test (MTOP) to handle multiple genotypes and
multiple disease characteristics simultaneously, which
focuses on correlation between tumor features, missing
data, and increasing degree‐of‐freedom in the underlying
tests of associations. The essential difference lies in that it
is not a set‐based test. Bocher et al. (2021) extended
SKAT to multicategory outcomes using a test statistic
that is analogous to the model sum of squares in Fisher's
one‐way analysis of variance (ANOVA). An improved
moment matching method is employed to calculate p‐
values (H. Liu et al., 2009). For small samples (less than
2000), statistics moments are calculated by permuting or
bootstrapping the response residuals of the null model;
and for large sample size, theoretical moments are
computed. Unfortunately, this new method is very slow
when sample size is greater than 2000 (data not shown),
and thus it is computationally intractable for modern
GWAS. Methods proposed by M. Liu et al. (2021) and He
et al. (2021) utilized generalized logit models for multi-
categorical outcomes, which share some similarities to
one of the methods proposed in this paper (SKAT‐MCN,
as introduced in the next paragraph). However, they
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started their approaches from a multinomial logistic
regression framework and applied their models to
somatic mutations, completely different from our
context.

In this paper, we propose SKAT‐MC, a kernel
machine‐based score test for testing the association
between a multicategorical outcome and a group of
genetic variants. SKAT‐MC consists of SKAT‐MCN and
SKAT‐MCO, where “N” stands for nominal while “O”
stands for ordinal. SKAT‐MCN is constructed under the
generalized logit mixed model and SKAT‐MCO is based
on the proportional odds mixed model, both of which are
classical GLMMs. To the best of our knowledge, SKAT‐
MCO is the first approach testing association between a
set of variants and an ordinal outcome. We show, via
extensive simulations and a real data analysis example,
the well‐controlled type I error and improved power of
SKAT‐MC at stringent significance levels. We believe
that SKAT‐MC will be a critical component of the
analysis toolbox for GWAS.

The rest of this paper is organized as follows. We
briefly review the essential ideas of the generalized logit
model and the proportional odds model and the kernel
machine regression in Section 2, and emphasize how
selection of the reference category influences statistical
power for nominal outcomes. In Section 3, we address
the details of simulation scheme regarding type I error
rate and statistical power, where we compare SKAT‐MC
with the burden test and SKAT under four different
scenarios regarding homogeneous/heterogeneous genetic
effects and known/unknown best reference category.
Section 4 exhibits results of simulation studies and a real
data application to Polish breast cancer study and
educational attainment in UK Biobank. Finally, we
briefly discuss for conclusion in Section 5.

2 | METHODS

In this session, we will first review the generalized logit
model, the proportional odds model and the kernel
machine regression framework. Then, we will proceed to
introduce our proposed SKAT‐MC approaches, followed
by investigating the impact of selecting reference
category.

2.1 | The generalized logit model and
the proportional odds model

Suppose we observe n independent subjects that each
may fall into one of the J categories of outcomes. Let

y y y y= ( , …, , …, )′i i ij iJ1 represent the vector of outcome

for the i‐th subject (i n= 1, …, ). y = 1ij indicates that the

i‐th subject belongs to the j‐th category and y = 0ij

otherwise. The phenotype can be any categorical clinical
outcomes (nominal or ordinal), such as subtypes of a
disease and increasing levels of pain. Each subject can
only belong to one category such that y = 1j

J
ij=1 for all i.

Let x xπ y( ) = Pr( = 1 )j i ij i be the conditional probability

that subject i is of category j with  xπ ( ) = 1j j i , where

x x x= ( , …, )′i i im1 denotes the set of covariates that we
want to associate yi with. If yi is nominal, without loss of
generalization, we set the last category J as the reference
and form the generalized logit model

x

x
β x

π

π
αlog

( )

( )
= + ′ ,

j i

J i
j j i (1)

for j J= 1, …, − 1. Each coordinate vector
β β β= ( , …, )′j j jm1 represents the increase in log‐odds of

being in category j versus the reference category J

resulting from a one‐unit increase in the corresponding
covariate, controlling for other covariates. Here, αj and
βj, the regression coefficients are not required to be the

same for any two categories. If the categories are ordinal,
the order information can be incorporated into the
proportional odds model as

x
x

x
β xν

ν

ν
αlogit( ( )) = log

( )

1 − ( )
= + ′ ,j i

j i

j i
j i (2)

where j J= 1, …, − 1 stand for the ordered catego-
ries and

⋯ x x x xν y π π( ) = Pr( = 1 ) = ( ) + + ( ).j i

l

j

il i i j i

=1

1 (3)

Because we model the probabilities up to the j‐th ordered
category, νj is called the cumulative probability. The
corresponding category (or response), defined by

y y˜ =ij l
j

il=1 , is called the cumulative category. The

model leverages the order information by incorporating
categories into the cumulative category in sequence.
Each coordinate of β instead indicates the increment of
log‐odds ratio of falling into the first j categories, while
holding other covariates fixed. Unlike the flexibility
regarding αj and βj in the generalized logit model, β

keeps constant across J − 1 logits and αj have to be
monotonically increasing in the proportional odds
model.
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2.2 | A kernel‐based generalized logit
model and proportional odds model

LetG G G= ( , …, )′i i ip1 denote the genotypes for p variants
(i.e., SNPs) within a specific gene or genomic region.
Usually, G = 0ik , 1 or 2 represents the number of minor
alleles at variant k for individual i. The variants can be
either common or rare variants, defined by MAF using a
certain threshold (e.g., 0.05 or 0.01 depending on the
sample size). We relate the outcome to the covariate xi
and genotype Gi with the following model

x β Gη α h= + ′ + ( ),ij j i j j i (4)

where ⋅i n j J η g= 1, …, , = 1, …, − 1, = ( ), and ⋅g ( ) is a
link function in GLMMs. For the generalized logit model,

∕g π π π( ) = log( )ij ij iJ . We here arbitrarily choose the J ‐th
category as the reference to develop association analysis
and the topic of selecting reference will be discussed
later. For the proportional odds model

∕g ν ν ν( ) = log{ (1 − )}ij ij ij and all the vectors of βj and
⋅h ( )j are the same due to the proportional odds

assumption. In both models, ⋅h ( )j are unknown real
functions corresponding to the genetic effects on the j‐th
category (nominal outcomes) or j‐th cumulative category
(ordinal outcomes).

In this paper, we aim at testing whether the set of
variants has effect on any nonbaseline category compared
to the reference category (if the outcome is nominal), or
whether the effect is different for higher‐ranked categories
compared to the lower‐ranked categories (for ordinal
outcomes). The effect is fully characterized by the function
⋅h ( )j . Therefore, the null hypothesis corresponds to

⋅ ⋅ ⋯ ⋅H h h h: ( ) = ( ) = = ( ) = 0J0 1 2 −1 . Here, like in many
other kernel‐based approaches, we assume that each ⋅h ( )j

lies in a reproducing kernel Hilbert spaces (RKHS)
spanned by the positive‐definite kernel function ⋅ ⋅K ( , )j .
Per Mercer's theorem (Cristianini & Shawe‐Taylor, 2000),
under some regularity conditions, the kernel function
⋅ ⋅K ( , )j specifies a unique Hilbert space and fully deter-

mines the function ⋅h ( )j . Moreover, any function Gh ( )j i

can be expressed by  G GK a( , )i
n

j i i ji′=1 ′ ′, for some con-
stants a a, …,j jn1 . Using this dual representation, it is
convenient to construct ⋅h ( )j by the kernel function ⋅ ⋅K ( , )j

without the need to specify its functional form. In matrix
format, we specify a kernel matrix Kj which measures the
pairwise similarity in the genetic data with its i i, ′‐th
element being G GK ( , )j i i′ . We employ the weighted/
unweighted linear kernel, the most commonly used
kernels in genetic association analysis (Bocher et al., 2021;
Wu et al., 2011). For common variants, we use the linear
kernel G GK G G( , ) =j i i k

p
ik i k′ =1 ′ corresponding to

Gh G b( ) =j i k
p

ik jk=1 , where b G a=jk i
n

i k ji′=1 ′ ′. For rare
variants, we use the weighted linear kernel

G GK w G G( , ) =j i i k
p

jk ik i k′ =1 ′ . Following Wu et al. (2011),
we set weights w = dbeta(MAF ; 1, 10)jk k or
w = dbeta(MAF ; 1, 25)jk k depending on the balance of

samples and the number of categories (more on this later),
where ⋅ ⋅dbeta(MAF ; , )k is a beta distribution density
function evaluated at MAFk. This approach gives a higher
weight to a rarer variant.

2.3 | A kernel association score test for
multicategorical outcomes

In matrix language, the model in Equation (4) can be
rewritten as

η Xβ h G= + ( ), (5)

where η η η η η η η η= ( , , …, , , …, , …, , …, )′n n J n J11 21 1 12 2 1, −1 , −1 ,
a stacked column vector of the so‐called “linear”
predictor. β β β βα α α= ( , ′, , ′ , …, , ′ )′J J1 1 2 2 −1 −1 is a vector of

the regression coefficients for other covariates. h G( ) =
G G G Gh h h h( ( ), …, ( ), …, ( ), …, ( ))′n J J n1 1 1 −1 1 −1 represents

the genetic effect. ⊗
⋮












X I

x

x

x

=

1 ′

1 ′

1 ′

J

n

−1

1

2 , with⊗ representing

Kronecker product. The null hypothesis in turn transforms
to h GH 0: ( ) =0 . Through the relationship between the
kernel machine regression and mixed models (D. Liu
et al., 2007), we can consider h G( ) as a random effect
following  Kτ0( , ), where K K K= diag{ , …, }J1 −1 with
each element Kj being an n n× kernel matrix. In practice,
we assume that different categories share the common
variance‐covariance matrix, that is, ⋯K K K= = = J1 2 −1,
but a different kernel for each category is also theoretically
allowed.

Under the mixed model framework, we derive the
variance‐component score test (Supporting Information:
Appendix A). Specifically, the test statistic has the
general form

y Xβ WKW y XβQ = ( * − ˆ)′ ( * − ˆ), (6)

where y* is the working response vector of length
n J( − 1) and is organized in the same way as η in
Equation (5). W is an n J n J( − 1) × ( − 1) matrix
denoting the working weight in GLM framework, which
is a block matrix with dimension J − 1, with each entry
being an n n× diagonal matrix. LetQN andQO represent
the test statistics for SKAT‐MCN (nominal data under
the generalized logit model) and SKAT‐MCO (ordinal
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data under the proportional odds model), respectively.
The score test statistics within the two models reduce to:

y π DV K VD y π

y ν K y ν

Q

Q

= ( − ˆ )′( ) ( ) ( − ˆ )

and = ( ˜ − ˆ)′ ( ˜ − ˆ),

N

O

−1 −1

respectively, where y is the original observed response and ỹ
is the cumulative response with same form as y. π̂ and ν̂ are
the fitted values of y and ỹ from the generalized logit model
and the proportional odds model under the null hypothesis,
respectively. For SKAT‐MCN, ∂ ∕∂W DVD D η π= , = and
V is the variance‐covariance matrix of the multinomial
distribution (assuming the dispersion parameter ϕ = 1).
Here, D D D= diag( , …, )J1 −1 , where ∂ ∕∂D η π=j j j are

n n× diagonal matrices.V has the same form asW , where
each entry of the block matrix is the (co‐)variance between
category j and l j l J, , = 1, …, − 1. That is, V =jj

y y π π π πCov( , ) = diag( (1 − ), …, (1 − ))j j j j nj nj1 1 and V =jl

≠y y π π π π j lCov( , ) = diag(− , …, − ),j l j l nj nl1 1 . To calculate

test statistics, we can substitute D and V with their
consistent estimates obtained under the null model. Further
details about these statistics along with p‐value calculation
are provided in Supporting Information: Appendix A,
available at Genetic Epidemiology online.

2.4 | Selection of the reference category
for SKAT‐MCN

Analysis of multicategorical data often proceeds by
assigning a category as the reference and then
comparing the rest of categories with it. For ordinal
data, the order of categories dictates that we may only
choose the first or the last category as the reference.
Because the proportional odds model dichotomizes the
outcome categories using cumulative outcomes (i.e.,
categories 1 to j vs. categories j + 1 and above),
accumulating ordered categories forward or backward
would produce the same result. However, for nominal
data, we enjoy the freedom of choosing any category as
the reference, which gives rise to a natural question of
how to choose an appropriate reference in the SKAT‐
MCN framework. Indeed, for SKAT‐MCN, choosing
different reference categories will generate distinct
results. Overall, we observed that the type I error is
always well‐controlled no matter which reference
category is chosen since all tests share the same null
hypothesis of no differences among all categories.
However, the statistical power of tests can differ
substantially with different references being selected
since the alternative hypotheses are different when

shifting the reference category. These phenomena can
be explained by carefully investigating the hypotheses
under changes of references.

Taking Equation (4) as an example, if we set the last
category as the reference, h = 0j entails that there is no
difference in the genetic data between categories j and
the reference category J . When we change the reference,
suppose to the category 1, the model becomes

β x hα i n j Jlog = * + * + *, = 1, …, , = 2, …,
x

x

π

π j j i j
( )

( )

′j i

i1
. Note

that h*j has a different interpretation: h 0* =j means that
there is no difference in the genetic effect between
categories j and the reference category 1. Under the
(complete) null ⋯h hH 0: = = =J0 1 −1 , there is no
association at all between the genetic variants and any
category, which is equivalent to ⋯h hH 0* : * = = * =J0 2 .
Therefore, the type I error should be preserved no matter
which reference is chosen. However, this equivalence no
longer holds under the alternative. Because we compare
all categories with the reference, consider a scenario that
there is no genetic difference between categories 1 to
J − 1, but category J is genetically very different from the
others. Then if we choose category J as the reference,
every one of h h…, J1 −1 is of the same nonzero value.
However, if we choose category 1 as the reference,
h h*…, *J2 −1 are all zeros, with only ≠h* 0J . In this
situation, choosing category J as the reference will tend
to be more powerful. Generally speaking, setting the
category that has the largest genetic disparity (for the
variant‐set) as the reference will achieve the highest
power.

A recent study on this problem provides an alterna-
tive explanation that category with the weakest correla-
tion with variants should be treated as the reference (He
et al., 2021), as it is often the case that corresponds to the
largest test statistic. It is widely known that the statistical
power of a test is determined by both the alternative
hypothesis and test statistic. Changing the reference
category would have an impact on both the alternative
hypothesis and test statistic, and it is challenging to
mathematically figure out which factor has a larger
influence on the statistical power. In real studies, it is
typically unknown which category satisfies the afore-
mentioned criteria, and even for the same study, the best
reference may differ from gene to gene because of the
distinct genetic effects. In this paper, in the lack of
external information, we propose to treat each category
as the reference one by one and then use Cauchy
combination (Y. Liu & Xie, 2020) to aggregate the p‐
values from individual tests using each category as
reference. This approach eliminates the need to choose a
reference and is statistically robust: it suffers from slight
power loss compared to the best scenario, but will gain
substantial power compared with a poor choice of
reference.
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3 | SIMULATION STUDIES

We conducted comprehensive simulations to evaluate
the performance of SKAT‐MC with respect to type I error
rate and statistical power, for common and rare variants
separately. We utilized hapgen2 (Su et al., 2011) to
simulate genetic data of common variants, where we
used the entire chromosome 1 of Hapmap 3 (release 2)
haplotypes as the reference data. The overall simulated
genetic data contained 99, 535 common variants
(MAF > 0.05) with a total population size of 10, 000.
We used simuG (Yue & Liti, 2019) to generate rare
variants, where the template was a randomly selected
1mb genome section of chromosome 1 from 10, 000

subjects in UK Biobank (http://www.ukbiobank.ac.uk/
resources/). The simulated genetic data had 3, 201 rare
variants (0.001 < MAF < 0.05) and 10, 000f subjects.
When simulating genetic data for a particular sample
size, we randomly chose a 30 kb (resp. 10 kb) section for
common variants (resp. rare variants).

3.1 | Type I error simulations

To evaluate the empirical type I error rate of SKAT‐MC
at a genome‐wide significance level (e.g., α = 2.5 × 10−6

as widely used for gene‐based association analysis), we
generated 108 replicates under the null model. However,
due to the computational burden, we actually generated
10, 000 genotype matrices and 10, 000 null models. Then
the empirical type I error rate was computed from the p‐
values of 108 genotype‐and‐null model combinations.
Specifically, we generated covariates X and response
vectors y through the null model

g E y α x x( ( )) = + 0.5 + 0.5 ,ij j i i1 2 (7)

where i n= 1, 2, …, and n = 1000, 2500, 5000 for various
sample sizes; j = 1, 2 or j = 1, 2, 3, 4 for scenarios of three
or five categories, respectively. xi1 is a continuous variable
generated from a standard normal distribution and xi2 is an
indicator variable generated from a Bernoulli distribution
with probability 0.5. For nominal data, ⋅g ( ) is the link
function of the generalized logit model and α = −4j for
common variants and α = −1j for rare variants. Under the
null with no genetic effects on groups, each reference group
is equivalent for SKAT‐MCN. For ordinal data, ⋅g ( ) is the
link function of the proportional odds model and
α j= − 5j for common variants and α j= − 2j for rare
variants. The outcome yij were simulated from the
categorical distribution with the probability calculated from
the inverse link functions of the generalized logit model
and the proportional odds model, respectively. The

unweighted linear kernel was applied to common variants.
In contrast, the weighted linear kernel with weight
dbeta(MAF, 1, 25) was applied to rare variants when there
are three categories and dbeta(MAF, 1, 10) when there
were five categories. The different weights used for different
number of categories were dedicated since we found that
the weight could affect type I error (more on this in the
result and discussion section). The empirical type I error
rates were determined by the proportion of p‐values less
than several significance levels (α = 0.05, 10 , 2.5 × 10−4 −6,
and 10−6).

3.2 | Statistical power simulations

We considered two important factors that reflect the
nature of multicategorical data: (1) knowing the true
reference category or not; and (2) homogeneous/hetero-
geneous genetic effects across categories (e.g., the genetic
variants may affect only a specific subtype of disease or
even have effects with different directions and sizes on
different subtypes). As a result, we generated four
simulation scenarios (Table 1). These scenarios were
applied to both common and rare variants. For Scenario
1, we simulated nominal and ordinal data, with the true
reference being known for nominal data, and the genetic
effects were homogeneous across subtypes (i.e., a variant
has identical effect on all subtypes). For Scenario 2, we
simulated nominal and ordinal data, with the true
reference being known for nominal data, and the genetic
effects were heterogeneous (i.e., a variant may have
different effects on different subtypes). For Scenario 3,
we simulated nominal data only with unknown true
reference and homogeneous effects. For Scenario 4, we
simulated nominal data only with unknown true
reference and heterogeneous effects.

Considering the case‐control design in which case
group may be classified into multiple subtypes, for
nominal data, we simulated the same number of cases
as that of controls, where cases were evenly split into
multiple subtypes. For the ordinal data, we simulated
equal sample size in each category. For Scenario 1, we
simulated covariates and outcomes with the model

⋯

g E y α x x b G

b G b G

( ( )) = + 0.5 + 0.5 +

+ + + ,

ij j i i i

i p ip

1 2 1 1

2 2 c c

(8)

where the definition of ⋅g x x α( ), , ,i i j1 2 , and n are the
same as before in the type I error simulation study. Out
of all the simulated variants from a 30 kb section for
common variants (resp. 10 kb section for rare variants),
we randomly selected 30% (resp. 10%) to be causal, and
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designated them as G s p, = 1, …,is c as in Equation (8).
The coefficient    b = 0.402 log MAFs s10 such that rarer
SNPs have larger (absolute) effect sizes. As we can see, in
this simulation setting, we implicitly used the last
category as the reference to generate data as we
incorporated the first J − 1 categories in Equation (8).
Therefore, we set the last group as the reference when
implementing SKAT‐MCN to reflect the knowledge of
best reference. Following Wu et al. (2011), we considered
coefficients of causal variants b b, …, p1 c

with 100%

positive, 80% positive and 50% positive. It means variants
within a genetic set have effects in different directions,
but the effects are homogeneous across subtypes.

For Scenario 2, we simulated data so that genetic
effects were different for different categories (category 1
vs. Category 2 when there are three categories, and
Categories 1 and 2 vs. Categories 3 and 4 when there are
five categories). Specifically, for the simulation with three
categories, we set the last category as the reference and
generate the probability for Category 1 as

⋯

g E y α x x b G

b G b G

( ( )) = + 0.5 + 0.5 +

+ + + ,

i i i i

i p ip

1 1 1 2 1 1

2 2 c c

(9)

with    b = 0.402 log MAFs s10 . Then we randomly chose
half causal variants to have positive effect size  bs and
half causal variants to have negative effect size. For
Category 2, we have

⋯

g E y α x x b G b G

b G

( ( )) = + 0.5 + 0.5 + * + *

+ + * ,

i i i i i

p ip

2 2 1 2 1 1 2 2

c c

(10)

with all  b b* =s s being positive. In this way, the genetic
effects were heterogeneous across the two categories.
Similarly, for simulating five categories, the regression
coefficients were the same for Categories 1 and 2 and for
Categories 3 and 4, respectively, with half of them being
negative for Categories 1 and 2, and all positives for
Categories 3 and 4.

Scenario 3 was similar to Scenario 1, and Scenario 4
was close to Scenario 2. But instead of keeping the last

category as the reference as the previous scenarios did,
we randomly chose 30% variants with the first category
being the true reference, while for the rest, the true
reference was still set as the last category. In this case, we
mimicked the situation that no prior knowledge about
the true reference was available. These two scenarios
were only available for nominal data (SKAT‐MCN).

We applied SKAT‐MCN to nominal data in all four
scenarios and SKAT‐MCO only to ordinal data. SKAT‐
MCNwas also applied to ordinal data because ordinal data
satisfies assumptions of the generalized logit model. By
doing so, we hope to illustrate that SKAT‐MCO indeed is
more powerful than SKAT‐MCN by taking advantage of
the order information. For simulation Scenarios 3 and 4,
we attempted individual SKAT‐MCN tests with each
category being the reference and then used Cauchy
combination (Y. Liu & Xie, 2020) to generate an overall
omnibus p‐value. As for SKAT, because it is not adequate
to multicategorical data, we combined the first J − 1

categories together to form a “case” group and compare it
with controls (the J ‐th category) in all scenarios. The
unweighted linear kernel was used in both SKAT‐MC and
SKAT when dealing with common variants, and the
weighed linear kernel was utilized for rare variants with
weight w = dbeta(MAF, 1, 25) (three categories) and
w = dbeta(MAF, 1, 10) (five categories). For the burden

test, we first generated a burden score by summing up the
number of minor alleles. The rule for using weights was
the same as SKAT‐MC. Then we fitted a generalized logit
model or a proportional odds model between the burden
score (fixed effect) and the outcome, and tested for
association using the Wald test. We evaluated statistical
power using 2000 simulations at the level α = 2.5 × 10−6.

4 | RESULTS

4.1 | Simulation studies of type I error
and statistical power

The empirical type I error rates of both SKAT‐MCN and
SKAT‐MCO were successfully protected at different nominal
significance levels α = 0.05, 10 , 2.5 × 10 , 10−4 −6 −6, for

TABLE 1 Scenarios of power simulation studies.

Scenario True reference for nominal data Genetic effects Data type

1 Known Homogeneous across categories Nominal and ordinal

2 Known Heterogeneous across categories Nominal and ordinal

3 Unknown Homogeneous across categories Nominal

4 Unknown Heterogeneous across categories Nominal

JIANG ET AL. | 7
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common and rare variants and for the total sample size 1000,
2500, and 5000 with J = 3 (Table 2, common variants;
Table 3, rare variants) and J = 5 (Supporting Information:
Table S1 available at Genetic Epidemiology online) categories.
We found that balance of samples across categories and
weights used in the weighted linear kernels could affect the
type I error. Specifically, the more severe unbalance of
samples, and the higher weights were assigned to rarer
variants, the higher type I error would be observed at some
extreme tail, such as 1.0 × 10−6. It also happened when all
the variants in the set were extremely rare (e.g.,
MAF < 0.001), or all variants were in high linkage
disequilibrium (LD) with each other. This situation is mainly
because at first, when samples are severely unbalanced
across categories, some categories may have only few
samples, then the null distribution of test statistics based
on large sample theory may be invalid. Secondly, rarer
variants may dominate the test if assigning extremely high
weights to them. For example, w = dbeta(MAF, 1, 25)

assigns weight 24.41 to variant A with MAF = 0.001 but

assigns weight 7.30 to a variant B with MAF = 0.05. After
constructing the kernel, the importance of variant A is
boosted to 11 times to that of variant B, so that variant A will
drive the association test and the null distribution of test
statistics may also be changed. This situation was not specific
to SKAT‐MC, but could be observed for the burden test (data
not shown). Based on our simulation studies, we gave a rule
of thumb of selecting weights for rare variants. For three‐
category data, if the smallest category has more than 10%

samples and all variants have MAF > 0.001, then
w = dbeta(MAF, 1, 25) can be used. For data with more

categories, more unbalanced samples, and/or rarer variants,
w = dbeta(MAF, 1, 10) may be an advisable choice.
Figure 1 and Supporting Information: Figure S1 show

the performance of SKAT‐MC, SKAT, and the burden
test on common (panel a and b) and rare (panel c and d)
variants with three and five‐category data, respectively,
under scenario 1. As expected, in each panel, when the
proportion of causal variants that were negatively
associated with increased (from 0%, 20% to 50%), the
burden test suffered from substantial power loss because
it implicitly assumes that all variants influence the
phenotype in the same direction. It had slim power for
rare variants, even if the sample size was up to 5000. On
the other hand, SKAT‐MC and SKAT were robust to
diverse effect directions and the reduction of power was
small, because they leveraged the kernel matrix to
capture the inconsistent genetic effects. For nominal
outcomes, SKAT had slight power gain compared to
SKAT‐MCN: after all, the genetic effects were indeed the
same across all categories and combining categories led
to more efficient testing. For ordinal outcomes, SKAT‐
MCO surpassed all other methods by taking advantage of
the order information. The power gain was more
apparent for rare variants (panel d) and for five‐
category data (Supporting Information: Figure S1). The
latter case is probably because, as the number of
categories increases, the order information is increas-
ingly important. And the efficiency of the proportional
odds model compared with the generalized logit model is
more apparent.

Figure 2 shows the results for simulation Scenario 2, in
which the genetic effects were heterogeneous across
categories and the true reference category was known
(for nominal data). Compared to competitor methods,
SKAT‐MC showed substantial power gain for both
nominal and ordinal data, for both common and rare
variants and with both three and five categories. For
nominal outcomes, SKAT‐MCN was the most powerful;
SKAT was the least powerful because it combined multiple
categories that had distinct genetic effects into a single
category for analysis. The burden test was more powerful
than SKAT for nominal data and common variants, but

TABLE 2 Empirical type I error rates of sequence kernel
association test (SKAT)‐MC with three‐category outcomes and
common variants.

n α = 0.05 α = 10−4 α = 2.5 × 10−6 α = 10−6

SKAT‐MCN

1000 5.03 × 10−2 9.78 × 10−5 2.50 × 10−6 9.99 × 10−7

2500 5.01 × 10−2 9.78 × 10−5 2.03 × 10−6 7.41 × 10−7

5000 5.00 × 10−2 9.92 × 10−5 2.35 × 10−6 9.09 × 10−7

SKAT‐MCO

1000 5.05 × 10−2 9.71 × 10−5 2.08 × 10−6 8.39 × 10−7

2500 5.03 × 10−2 9.80 × 10−5 2.07 × 10−6 8.64 × 10−7

5000 5.02 × 10−2 9.91 × 10−5 2.31 × 10−6 8.41 × 10−7

TABLE 3 Empirical type I error rates of sequence kernel
association test (SKAT)‐MC with three‐category outcomes and rare
variants.

n α = 0.05 α = 10−4 α = 2.5 × 10−6 α = 10−6

SKAT‐MCN

1000 4.85 × 10−2 7.26 × 10−5 1.28 × 10−6 4.20 × 10−7

2500 4.94 × 10−2 8.72 × 10−5 1.66 × 10−6 6.64 × 10−7

5000 4.98 × 10−2 9.33 × 10−5 2.04 × 10−6 7.83 × 10−7

SKAT‐MCO

1000 4.84 × 10−2 9.11 × 10−5 1.24 × 10−6 6.40 × 10−7

2500 4.95 × 10−2 9.23 × 10−4 1.86 × 10−6 7.61 × 10−7

5000 4.98 × 10−2 9.34 × 10−5 2.07 × 10−6 8.93 × 10−7
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(a)

(b)

(c)

(d)

FIGURE 1 Comparisons of statistical power under simulation scenario 1: homogeneous genetic effects across categories, known reference
category (for nominal outcomes) and three‐category outcomes. (a) Nominal outcomes with common variants. (b) Ordinal outcomes with common
variants. (c) Nominal outcomes with rare variants. (d) Ordinal outcomes with rare variants. In each panel, from left to right, the coefficients of
causal variants in each gene were 100% positive (0% negative), 80% positive (20% negative), and 50% positive (50% negative), respectively. The
unweighted linear kernel was applied to both sequence kernel association test (SKAT)‐MC and SKAT for the common variants setting, and the
weighted linear kernel with weights dbeta(MAF, 1, 25) was applied to SKAT‐MC, SKAT, and the burden test for the rare variants setting.
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less powerful than SKAT‐MCN (panel a). Keeping the
sample size of each category the same, the statistical power
are jointly determined by two factors: the degree of
heterogeneous effects across categories and the proportion
of variants oppositely associated with outcomes. SKAT‐
MCN adapted to both two factors and thus outperformed
the other two approaches. For ordinal outcomes, SKAT‐
MCO was the most powerful, followed by SKAT‐MCN,
and both were much more powerful than SKAT and the
burden test. The superiority of SKAT‐MCO is because it
was most adapted to the data. SKAT‐MCN was robust to
the heterogeneity of effects across categories, although it
neglected the order information. SKAT and the burden test
suffered, mainly because SKAT is sensitive to the
heterogeneity of effects across categories and the burden
test is vulnerable to high proportion of opposite effects.

For the last two scenarios where the true reference
was unknown, one can observe that SKAT‐MCN, after
Cauchy combination, surpassed both SKAT and the
burden test for most cases, except for five‐category data
with rare variants (Figure 3—homogeneous, Figure

4—heterogeneous). When the genetic effects were
homogeneous and the number of categories was small
(Figure 3a, common variants; Figure 3c, rare variants),
SKAT‐MCN consistently surpassed the burden test and
SKAT. SKAT suffered from combining the categories that
had very distinct genetic effects into a single group,
which can lead to substantial power loss. When there
were five categories (Figure 3b, common variants;
Figure 3d, rare variants), SKAT‐MCN was still the most
powerful when the number of categories was small, but
slightly lost power for five‐category data. As we know,
the combined p‐value returned by Cauchy combination
will be larger when nonsignificant individual tests
increase. The increasing number of categories and the
sparsity introduced by rare variants might challenge
SKAT‐MCN when the true reference was unknown.
Nevertheless, it is uncommon that the number of
categories exceeds five in practice. Therefore, SKAT‐
MCN is expected to be the most powerful under this
scenario. For the last scenario (Figure 4), where the true
reference was unknown and genetic effects were

(a) (b)

(c) (d)

FIGURE 2 Comparisons of statistical power under simulation scenario 2: heterogeneous genetic effects across categories, known
reference category (for nominal outcomes), three and five‐category outcomes. (a) Nominal outcomes with common variants. (b) Ordinal
outcomes with common variants. (c) Nominal outcomes with rare variants. (d) Ordinal outcomes with rare variants. The unweighted linear
kernel was applied to both sequence kernel association test (SKAT)‐MC and SKAT for the common variants setting, and the weighted linear
kernel was applied to SKAT‐MC, SKAT, and the burden test for the rare variants setting. The weights were dbeta(MAF, 1, 25) for three‐
category data and dbeta(MAF, 1, 10) for five‐category data.
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(a)

(b)

(c)

(d)

FIGURE 3 (See caption on next page)

JIANG ET AL. | 11
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(a)

(b)

FIGURE 4 Comparisons of statistical power under simulation scenario 4: heterogeneous genetic effects across categories and unknown
reference category (for nominal outcomes). (a) Nominal data with three‐and five‐category outcomes and common variants. (b) Nominal data
with three‐and five‐category outcomes and rare variants. For sequence kernel association test (SKAT)‐MCN, we tried each category as the
reference in analyses, and then aggregated the individual p‐values by Cauchy combination. The unweighted linear kernel was applied to
both SKAT‐MC and SKAT for the common variants setting, and the weighted linear kernel was applied to SKAT‐MC, SKAT, and the burden
test for the rare variants setting. The weights were dbeta(MAF, 1, 25) for three‐category data and dbeta(MAF, 1, 10) for five‐category data.

FIGURE 3 Comparisons of statistical power under simulation scenario 3: homogeneous genetic effects across categories and unknown
reference category (for nominal outcomes). (a) Nominal data with three‐category outcomes and common variants. (b) Nominal data with
five‐category outcomes and common variants. (c) Nominal data with three‐category outcomes and rare variants. (d) Nominal data with five‐
category outcomes and rare variants. For sequence kernel association test (SKAT)‐MCN, we tried each category as the reference in analyses,
and then aggregated the individual p‐values by Cauchy combination. The unweighted linear kernel was applied to both SKAT‐MC and
SKAT for the common variants setting, and the weighted linear kernel was applied to SKAT‐MC, SKAT, and the burden test for the rare
variants setting. The weights were dbeta(MAF, 1, 25) for three‐category data and dbeta(MAF, 1, 10) for five‐category data.
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heterogeneous across categories, SKAT‐MCN had sub-
stantial power gain compared to SKAT and the burden
test for common and rare variants. In short, SKAT‐MCN
(with Cauchy combination) is tailored to deal with
unknown true reference, heterogeneity effects across
categories, and negatively associated variants, which
explain the superiority.

4.2 | Application to the Polish breast
cancer genome‐wide association study

We applied SKAT‐MC to a population‐based breast cancer
case‐control study conducted in Poland between 2000 and
2003 (Garcia‐Closas et al., 2006). The data was provided by
OncoArray Consortium (Amos et al., 2017), including
1931 cases that were recently diagnosed with either
histologically or cytologically confirmed incident in situ
or invasive breast cancer, and 2045 controls that were
living in the same place without a history of breast cancer.
Tumor characteristics on ER (1076 positive, 557 negative,
298 missing), PR (849 positive, 779 negative, 303 missing)
and human epidermal growth factor receptor 2 (HER2)
(121 positive, 1004 negative, 806 missing) were documen-
ted for each case. The genotype data were derived from
OncoArray which was a lllumina genome‐wide customer
array. Details on genotyping calling, quality control and
imputaion were described elsewhere (Amos et al., 2017).
The genotypes were dosage data imputed to 1000
Genomes Project (Phase3) reference panel (Siva, 2008).
We included variants with an imputation score >0.3,
removed rare variants with the MAF<0.05, and annotated
the remaining variants to 23,171 genes on 22 autosomes
and X chromosome according to GRCh37. When annotat-
ing the variants, we removed pseudo‐genes and included
the 20 kb upstream region of the transcription start site to
each gene. The Bonferroni adjusted genome‐wide signifi-
cance level was ≈ ∕α = 2.16 × 10 ( 0.05 23171)−6 .

We conducted the genome‐wide association analysis
by comparing ER+, ER− breast cancer and the control.
We first imputed the missing values in ER by logistic
regression with covariates PR and HER2 using R package
“mice” (van Buuren & Groothuis‐Oudshoorn, 2011),
ending up with 1282 subjects with ER+, 649 subjects
with ER− and 2045 controls. SKAT‐MCN was applied by
setting each category as the reference to obtain individual
p‐values and then followed by Cauchy combination to
calculate an omnibus SKAT‐MCN p‐value. SKAT was
performed by combining the ER+ and ER− groups into a
case group. Both models adjusted for age and the first
five principle components of the genotypes to address
potential population stratification. We used the
unweighted linear kernel for both methods.

Both SKAT and SKAT‐MCN detected FGFR2 as
genome‐wide significant (p = 1.79 × 10−7 and
5.81 × 10−7, respectively for SKAT‐MCN and SKAT).
Moreover, when we inspected the individual SKAT‐MCN
tests, we found that the p‐values reached genome‐wide
significance using ER+ or the control as the reference
(p = 1.07 × 10−7 using ER+ as the reference,
p = 1.35 × 10−7 using control as the reference). How-
ever, using ER− as the reference, the association was no
longer genome‐wide significant (p = 0.028). These
results suggest that the FGFR2 effect was more dominant
on ER+ cancers compared to ER−, as has been shown in
studies in Chinese and European women (Chan
et al., 2012; Garcia‐Closas et al., 2008). Further, SKAT
detected CYP11A as genome‐wide significant
(p = 7.19 × 10−7) for breast cancer. Using SKAT‐MCN
with Cauchy combination, CYP11A was close but didn't
pass the genome‐wide significance threshold
(p = 4.27 × 10−6). However, individual SKAT‐MCN test
with control being the reference generated a significant
association (p = 1.43 × 10−6). It indicates that the
genetic effects of CYP11A were similar on ER− and ER
+ cancers, but were different from that on control.

Because of the modest sample size of this study,
SKAT‐MCN didn't detect more associated genes at the
genome‐wide significance level. However, some dis-
coveries were worthy of further investigations.
CUPID1 (also called LINC01488, p = 2.48 × 10−5 for
ER+ as the reference, p = 0.033 for ER− as the
reference, and p = 1.97 × 10−4 for control as the
reference), a long noncoding region, is predominantly
expressed in ER+ breast cancer cell lines (Betts
et al., 2017), but has no evidence on promoting ER−
breast cancer. KLF11 (p = 3.59 × 10−3 for ER+ as the
reference, p = 3.05 × 10−5 for ER− as the reference,
p = 3.57 × 10−3 for control as the reference) is likely
to influence ER− breast cancer since the Krüppel‐like
factors (KLFs) have complicated effects on ER‐related
signaling pathways (J. Zhang, Li, et al., 2020).

4.3 | Application to educational
attainment in UK Biobank

To illustrate that SKAT‐MC is adequate to large‐scale
GWAS, we investigated the genetic underpinning for
educational attainment using the UK Biobank data. The
data was downloaded from Data‐Field 6138. We compared
three degrees that can be considered as ordinal‐O‐levels/
GCSEs or equivalent, Other professional qualifications
(e.g., nursing, teaching) and College or University degree.
Subjects with multiple degrees would keep the highest
one. We extracted 147, 694 subjects from the original data,
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and then removed nonwhite subjects, three‐degree related
subjects, and subjects with excessive heterozygosity,
mismatched sex, and high sex chromosome aneuploidy.
These QC metrics were provided by UK Biobank. The
final data set contained 127, 127 subjects, including
45, 155 subjects with O‐levels degree, 17, 781 subjects
with professional degree, and 64, 191 subjects with college
degree. For variant‐level QC, we extracted variants with
INFO > 0.6, 0.001 < MAF < 0.05, Hardy‐Weinberg equi-
librium test p‐value greater than 10−6, and we removed
multiallelic sites. Finally, we partitioned the genome
(excluding the sex chromosomes) into 26, 528 genes
according to GRCh 37 release 13, where the 20kb
upstream region was incorporated into each gene. These
tested genes span a wide spectrum of functions, including
protein‐coding genes, long‐none‐coding RNAs (lncRNA),
micro RNAs (miRNA), and other different functional
RNAs and segments. We comprehensively compared
SKAT‐MCN, SKAT‐MCO, SKAT, and the burden test
(both GLM and POM). For SKAT‐MCN, we tried three
categories as the reference as well as combined the

individual p‐values using the Cauchy combination. For
SKAT, we combined the O‐level degree category and the
professional degree category, that is, we compared college
degree or not using SKAT. All SKAT‐type tests utilized the
weighted linear kernel with weight dbeta(MAF, 1, 25).
Because the smallest category had more than 10% data, the
type I error would be well‐controlled by SKAT‐MC. The
burden test also used dbeta(MAF, 1, 25) as weight to
linearly combine variants. For all the tests, age, sex, and
the first 40 genetic principal components were adjusted.

The significant genes identified by SKAT‐MCO after
Bonferroni correction ( ∕p < 0.05 26528 = 1.88 × 10−6)
are present in Table 4 (Supporting Information:
Table S3 for all testings results). SKAT‐MCO identified
21 genes in the genome, followed by SKAT‐MCN (ref.
college degree) which identified nine genes, and SKAT‐
MCN (Cauchy) which identified six genes, whereas
burden (POM) identified two genes and SKAT identified
four genes. Fifteen genes identified by SKAT‐MCO were
concentrated on chromosome 3 at the genetic location
p21.31, which is a well‐known locus associated with

TABLE 4 Significant genes identified
by sequence kernel association test
(SKAT)‐MCO that were associated with
educational attainment.

Chr Gene Begin End Rare variants p‐Value

1 URB2 229741994 229795947 76 1.05 × 10−6

3 NCKIPSD 48691277 48723348 41 1.13 × 10−6

3 IP6K2 48705436 48754654 72 1.34 × 10−6

3 ARIH2OS 48935221 48956818 39 1.84 × 10−6

3 QRICH1 49047140 49131806 118 1.59 × 10−6

3 C3orf84 49195067 49229291 39 2.24 × 10−9

3 IHO1 49215861 49295539 106 8.14 × 10−7

3 C3orf62 49286029 49314665 32 1.77 × 10−7

3 RHOA 49376578 49449409 87 6.36 × 10−8

3 RNF123 49706990 49758962 67 4.68 × 10−7

3 AMIGO3 49734262 49757117 38 5.36 × 10−8

3 GMPPB 49737349 49761384 40 6.01 × 10−11

3 INKA1 49820694 49842463 37 1.50 × 10−7

3 UBA7 49822642 49851386 45 6.09 × 10−8

3 MIR5193 49823570 49843678 35 8.61 × 10−8

3 MST1R 49904435 49941306 35 1.50 × 10−6

6 TRT‐AGT2‐2 27632474 27652547 42 1.37 × 10−6

6 MIR30A 72093254 72113324 41 1.12 × 10−6

7 MAD1L1 1835431 2272580 1984 2.05 × 10−7

10 NRAP 115328473 115423800 170 1.12 × 10−6

13 PCCA 100721347 101182689 796 6.28 × 10−7

Note: Rare variants represent the number of rare variants (0.001 <MAF< 0.05) included in the analysis
for each gene.
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intelligence (Hill et al., 2019), educational attainment
(Davies et al., 2016; Kichaev et al., 2019; Okbay
et al., 2022), and other neurological disorders such as
insomnia (Watanabe et al., 2022) and Alzheimer's disease
(Kulminski et al., 2022). Compared with a previous study
(Davies et al., 2016) that used similar sample size
(N = 112, 151) but included both common and rare
variants (MAF > 0.001), 14 out of 21 genes identified by
SKAT‐MCO were new. Among the new identified genes
that were located on other chromosomes, MAD1L1 on
chromosome 7 was associated with schizophrenia (Ikeda
et al., 2019; Kulminski et al., 2022); NRAP on chromo-
some 10 was associated with educational attainment
(Okbay et al., 2022); and PCCA on chromosome 13 was
related to educational attaintment (J. J. Lee, Wedow,
et al., 2018). These results clearly demonstrated the
strength of SKAT‐MCO on gene‐based test for rare
variants compared with the traditional burden test.
SKAT‐MCO also outperformed SKAT‐MCN and SKAT
by taking advantage of the order information and the
heterogeneity among categories.

5 | DISCUSSION

In this paper, we proposed a statistically rigorous and
flexible approach (SKAT‐MC) to assess the association
between a multicategorical outcome (nominal or ordinal)
and a set of variants (common or rare) in GWAS. Our
method combines the kernel machine regression frame-
work in GWAS with the classic generalized logit model
and the proportional odds model for modeling multi-
categorical outcomes. Because of this, our model can
detect association signals under a wide range of
association patterns irrespective of whether the genetic
effects are homogeneous or heterogeneous across catego-
ries (the advantage of generalized logit and proportional
odds models compared to collapsing multiple categories
into two categories) and whether the multiple genetic
variants have different effect sizes and directions (the
advantage of the kernel‐based approaches). Via extensive
simulations, we showed the superior performance of
SKAT‐MC over potential competitors. Based on the score
test and analytical calculation of p‐values, SKAT‐MC is
computationally very fast, suitable for large‐scale GWAS.

Two versions of SKAT‐MC were proposed, one for
ordinal outcomes (SKAT‐MCO) and one for nominal
outcomes (SKAT‐MCN). SKAT‐MCO, as far as we know,
is the first statistical method that explicitly incorporates
the order relationship in set‐based analysis for GWAS
except for rudimentary methods (such as the burden
test). In some sense, an ordinal outcome can be
considered as a special case of a nominal outcome with

constraints on the order relationship. In classic statistical
literatures, the generalized logit model can be considered
as an generalization of the proportional odds model, with
more flexible model specification and more parameters
to be estimated. From this perspective, SKAT‐MCN can
also be applied even when the outcome is ordinal—it will
still safeguard us from excessive type I errors. However, if
the order between categories does exist, ignoring them
will lead to a reduction in power, sometimes substan-
tially, as confirmed in our simulation studies.

For SKAT‐MCN, the selection of reference category
substantially affects model performance, even though the
type I error is still well‐controlled. Nevertheless, the
order in SKAT‐MCO ensures that we may only accumu-
late categories forward or backward. As we have shown,
given a particular gene, using the category that reflects
the largest disparity among categories will lead to the
highest power. This makes intuitive sense because it
contrasts the category that is the most different from
other categories in the genetic underpinning. However,
which category is the most genetically different is
unknown, and can differ from gene to gene even for
the same outcome. In such a context, we recommend
trying each category as the reference, obtaining individ-
ual p‐values and then aggregating them by Cauchy
combination (Y. Liu & Xie, 2020) for an overall
association assessment. Through this “omnibus” test,
our method is robust against mis‐specification of refer-
ences. If the primary goal is to examine overall
association for each gene with a multicategorical
outcome, it is advisable to use the “omnibus” test. On
the other hand, if the interest is to verify the association
between a particular gene and a subtype of disease, such
as in candidate gene analysis, using the target subtype as
the reference is adequate. A significant result (if exists)
indicates a genetic disparity between this subtype and
others. In addition to merely association testing, compar-
ing the individual p‐values from tests using different
references may suggest the underlying genetic pattern of
association. As an example, by inspecting the p‐values
generated by using ER+, ER− and control as the
reference for analyzing FGFR2, one can infer the genetic
effect on ER+ is much stronger than that on ER−. This
preliminary insight is particularly useful for researchers
to further investigate the pathological effect imposed by
FGFR2.

For rare variants association testing, it is a common
practice to give higher weights to rarer variants (Wu
et al., 2011). However, it should be cautious to assign
weights to rare variants when analyzing multicategorical
data. Although rarer variants may play a more important
role in the disease pathology, the test will be driven by
them if assigning extremely high weights. Then, the

JIANG ET AL. | 15

 10982272, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/gepi.22527 by T

est, W
iley O

nline L
ibrary on [04/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



regularization assumptions for the asymptotic distribu-
tion of test statistics under the null will be violated.
Consequently, the type I error cannot be controlled at the
extreme tail, such as 1.0 × 10−6. This problem does not
only apply to SKAT‐MC, but also apply to the burden
score or Wald test. And the problem will deteriorate
when samples are severely unbalanced across categories.
In the SKAT paper, the authors proposed
dbeta(MAF, 1, 25) as the weight for continuous and
binary outcomes, which is sometimes too extreme for
multicategorical outcomes, if for example, Categories 1
and 2 each has 5% samples and Category 3 has 90%

samples. Thus we propose to use dbeta(MAF, 1, 10) as
weights in the weighted linear kernel in the above
extreme case. Users are also encouraged to do sensitivity
analysis for different weights to inspect the robustness.

Potential extensions for SKAT‐MC are in three folds.
First, the strategy of selecting rare variants into the variant
set is not limited to including all variants in a gene, as we
can refer to variant coding annotation (X. Li et al., 2020;
Wang et al., 2021) or noncoding annotation (Z. Li, Li,
et al., 2022) categories to select variants. Alternatively,
there are nongene‐centric approaches by grouping rare
variants using agnostic windows with fixed lengths (X. Li
et al., 2020; Morrison et al., 2017) or dynamic lengths (Z.
Li, Li, et al., 2022; Z. Li et al., 2019). Second, besides
assigning weights based on minor allele frequencies, the
weights for rare variants can be assigned by incorporating
functional annotations. The commonly used annotation
weights include annotation principal components (X. Li
et al., 2020; Zhou et al., 2023), CADD (Kircher et al., 2014;
Rentzsch et al., 2019), MACIE (X. Li, Yung, et al., 2022),
among others (Gaynor et al., 2022; P. H. Lee, Lee,
et al., 2018). Last, using summary statistics in SKAT‐MC.
For privacy reasons, acquiring individual‐level genetic
data to do inference is difficult; also sharing and storing
large‐scale genetic data is a common obstacle for modern
GWAS. Therefore, summary statistics‐based methods are
increasingly appealing (X. Li, Quick, et al., 2022; D. J. Liu
et al., 2014), because it not only alleviates the sharing and
storage burden, but it also makes meta‐analysis possible
across multiple studies and ethnicity groups.

Identification and characterization of the genetic
heterogeneity among disease subtypes is an indispens-
able step toward a full understanding of the disease
etiology and a better strategy for disease prevention and
management. We believe that SKAT‐MC can be a useful
tool for our effort in such a direction.
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