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Abstract 

This thesis aims to develop and validate dynamic predictive joint models (JMs) to characterise 

the prognosis of patients with localised prostate cancer who are treated with moderately 

hypofractionated radiotherapy with neoadjuvant and concurrent hormone therapy. 

Current clinical prediction models rely on baseline features, e.g. tumour severity and age at 

diagnosis, which do not adequately predict cancer recurrence. This thesis proposes using 

routinely collected longitudinal prostate-specific antigen (PSA) measurements, in addition to 

baseline prognostic factors, to obtain more accurate and dynamically updated predictions. 

This thesis uses CHHiP, the largest known moderately hypofractionated phase-III trial for 

localised prostate cancer, to develop a mixed-effects submodel for longitudinal PSAs and a 

relative risk submodel for time-to-recurrence. The dynamics of PSA trajectories, including 

concentration and rate-of-change, are considered. Predictions are compared across patient 

subgroups with contrasting prognostic factors, and PSA thresholds are explored to correlate 

with prognosis. The performance of the JM is validated using bias-corrected bootstraps and 

on external cohorts to assess its utility and generalisability. The model is extended to account 

for the competing risk of deaths unrelated to prostate cancer. 

This study finds that patients who developed recurrence generally had higher baseline and 

overall PSA values during follow-up and experienced an exponentially rising PSA in the two 

years before recurrence. Most baseline risk factors were significant in both submodels, and 

PSA value and rate-of-change were predictive of future recurrence. PSA thresholds 

⪅0.23ng/mL after treatment correlated with good prognosis. The model’s predictive 

performance was good across differing external cohorts and prediction times. 

Overall, this thesis demonstrates that dynamically updated PSA information can improve 

prognostication, which can be used to guide follow-up and treatment management options. It 

provides evidence for the potential use of JMs in clinical practice, for instance, instigating PSA-

driven imaging in high-risk patients and recommending fewer PSA collections for low-risk 

patients. 
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MICE multiple imputation by chained equations  

ML machine learning 

MRI magnetic resonance imaging 

NCCN National Comprehensive Cancer Network 

NHS National Health Service 

NICE National Institute for Health and Care Excellence  

ONS Office for National Statistics 

PCa Prostate Cancer 

PE prediction error 

PET positron emission tomography 

PI prediction interval 

PRACTICAL Prostate Cancer Association Group to Investigate Cancer 
Associated Alterations in the Genome 

PROBAST Prediction model Risk Of Bias ASsessment Tool 

PSA prostate-specific antigen 

PSMA prostate-specific membrane antigen 

PSUR periodic safety update report  

QMS quality management system 

RADAR Randomised Androgen Deprivation And Radiotherapy 

RAPPER Radiogenomics: Assessment of Polymorphisms for Predicting the 
Effects of Radiotherapy 

RCT randomised control trial 

RDSM recurrent deep survival machine  

RNN recurrent neural networks 

PROFIT Prostate Fractionated Irradiation Trial 

RSF random survival forest 

RTOG Radiation Therapy Oncology Group 

SBRT stereotactic body radiotherapy 

SNPs single nucleotide polymorphisms 

SPJM shared-parameter joint model 

ST salvage therapy 

TNM Tumour, Node, Metastasis (staging) 

TRIPOD Transparent Reporting of a multivariable prediction model for 
Individual Prognosis or Diagnosis 

TROG The Trans-Tasman Radiation Oncology Group 

TRUS transrectal ultrasound  

UKCA UK Conformity Assessed 

wAIC widely-applicable/Watanabe-Akaike information criterion  

WAPE weighted average absolute prediction error  
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1 Chapter 1 – Introduction  

1.1 Diagnosis & treatment of prostate cancer 

Prostate cancer is highly prevalent, affecting almost 1.5 million people in 2020 and is the 

second most common cancer diagnosis in men worldwide [1]. Prostate cancer  became the 

most commonly diagnosed cancer, overtaking breast cancer, in the UK in 2018, with almost 

50,000 registrations [2]. This was the first year where the incidence of new prostate cancers 

was higher than that of breast cancers, in-part due to the so-called Fry-Turnbull effect, 

whereby extensive media coverage of the diagnosis of two well-known UK television 

personalities prompted a large spike in referrals [3]. Prostate cancer survival has vastly 

improved in the UK within the last 50 years, with a ten-year survival rate increasing from 25% 

in 1971-72 to ~80% by 2013-2017. However there are still over 12,000 prostate cancer related 

UK deaths per year [4].  

Diagnosis of prostate cancer is characterised by the stage, grade, and how widespread it is: 

the TNM (tumour, node, metastasis) staging. When prostate cancer is suspected, blood 

samples are taken for assessment of prostate-specific antigen (PSA) and the patient undergoes 

a digital rectal examination. PSA is a serine protease protein biomarker secreted by the 

prostate [5,6]. A multiparametric magnetic resonance imaging (MRI) is used for further 

investigation for patients with suspected localised prostate cancer, reported using a five-point 

Likert scale (1—5); if the MRI Likert score is ≥ 3,  or the PSA density of the prostate is high 

(>0.12 ng/mL) a biopsy is recommended. A biopsy is required to identify the Gleason grade (a 

histopathological grading of the aggressiveness of the cancer), and type of prostate cancer. 

Biopsies were historically guided by transrectal ultrasound (TRUS); recently a trans-perineal 

approach is more common as it reduces the risk of rectal bleeding and infection [7]. In the UK 

(excluding Scotland) of all diagnoses, 10% of staging is unknown; of the known stages 51—

61% are localised stages I or II (where the disease is confined to the prostate and has yet to 

spread to the nodes or other organs in the body), and the remainder are III or IV. Around 13% 

of patients present with lymph node spread and 20% of men have metastatic disease [8–11]. 

The spread of cancer from its primary site can be determined via imaging, using positron 

emission tomography (PET), MRI, computed tomography (CT) and/or bone scans.  
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There are several treatment options available to patients with localised prostate cancer, 

including radiotherapy, brachytherapy, and radical prostatectomy. In the UK, intensity-

modulated radiotherapy (IMRT) is most commonly used [9]. In recent years, hypofractionated 

radiotherapy has been investigated, delivering fewer but larger doses of radiotherapy to the 

patient. Several phase-III randomised control trials (RCTs) have investigated the efficacy of 

hypofractionation treatment and have concluded that it is non-inferior to conventionally 

fractionated radiotherapy [12–14]. This resulted in changing clinical practice, whereby 

moderate hypofractionation (60Gy/20f), delivered with curative intent, became the gold 

standard of care globally. This is advantageous in reducing patient exposures and healthcare 

costs, with more optimal resource allocation, compared to historically longer conventional 

radiotherapy delivered over more fractions [15].  

To further improve outcomes and disease control, neoadjuvant or adjuvant hormonal therapy 

is usually given in conjunction with radiotherapy [16]. A typical androgen suppression 

therapy is a luteinizing hormone-releasing hormone analogue (LHRHa); which is given first-

line in order to reduce the serum levels of testosterone, to prevent further tumour growth, 

then radiotherapy is delivered to ablate tumoural tissue [13,17]. 

When diagnosed with prostate cancer, patients usually present with high concentrations of 

PSA. Routine follow-ups are carried out with patients during and after their treatment, with 

repeated PSA concentrations taken and recorded. During neoadjuvant or adjuvant treatment, 

PSA quickly drops to near-zero levels, known as the nadir (the lowest observed PSA 

concentration). When treatment ceases, PSA levels slowly increase as testosterone recovers 

and ideally return to a healthy plateau. A continued post-treatment increase in PSA suggests 

a regrowth of prostate cancer cells and increased risk of prostate cancer recurrence. PSA itself 

is used to determine biochemical failure; this is defined as a PSA concentration greater than 

the nadir plus 2ng/mL, which is a primary event of interest that reflects recurrence/relapse of 

the disease [18]. In this thesis, I focus on understanding clinical pathways, PSA dynamics and 

relevant events occurring in localised prostate cancer. PSA dynamics in metastatic prostate 

cancer vary significantly; the treatment pathway is considerably different with an intent on 

prolongment of life. 
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There are known patient and tumour risk factors that affect prognosis of prostate cancer. These 

include the age of the patient, PSA levels at diagnosis (or presenting PSA), tumour stage (T-

stage, as per the TNM scoring system) and Gleason score/grade grouping [19]. These clinical 

risk factors are used to categorise patients into the NCCN (National Comprehensive Cancer 

Network) of low, intermediate, or high risk groups [20], as shown in Table 1-1. Prognosis of 

localised prostate cancer (T1–T2N0M0) is generally good after treatment; historically 5-year 

disease-free survival rates around 76% [21]. More recently these rates have increased to 80-

90% [12,13,22]. 

Table 1-1 risk stratification by clinical risk factors: Clinical T-stage, Gleason score, and presenting PSA. 
Locally advance prostate cancer includes high-risk localised patients, as defined by the National Comprehensive 
Cancer Network (NCCN). 

NCCN risk level 
Clinical  

T-stage 
Gleason score Presenting PSA 

Condition to 

be met 

Low risk T1-T2a ≤ 6 < 10ng/mL All three 

Intermediate risk T2b-c 7 10-20ng/mL Any* 

High risk T3a ≥ 8 >20ng/mL Any 

 * i.e., exclusion by absence of any low- and high-risk features 

 

The treatment pathway for localised prostate cancer, according to the UK National Institute 

for Health and Care Excellence (NICE), is summarised in Figure 1-1 [23].  
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Figure 1-1 localised prostate cancer risk grouping and corresponding treatment management option, in accordance 
with NICE guidance. NCCN = National Comprehensive Cancer Network; NICE = National Institute for Health and 
Care Excellence. 

There has been more recent work in reclassifying the risk level of patients using the five-tiered 

Cambridge Prognostic Group (CPG) classification, which is a superior predictor of prostate 

cancer-specific mortality [24]. NICE performed a review in December 2021 and updated their 

recommendations on prostate cancer risk stratification to CPG (Table 1-2).  

  

Suspected of 
having prostate 

cancer

PSA + DRE + 
biopsy ⇒

localised prostate 
cancer confirmed

NCCN risk group:

Low risk 

Active 
surveillance 

recommended

NCCN risk group:

Intermediate risk

Offer radical 
prostatectomy or 

radiotherapy ±
hormones

NCCN risk group:

High risk

As previous + 
hormones + 

consider 
chemotherapy 
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Table 1-2 risk stratification by clinical risk factors: Clinical T-stage, Gleason score, and presenting PSA. Locally 
non-metastatic prostate cancer includes high-risk localised patients, as defined by Cambridge Prognostic Group 
(CPG) classification. 

CPG Risk level 
Clinical  
T-stage 

Gleason score Presenting PSA 
Condition to 

be met 

1 T1-T2 ≤ 6 < 10ng/mL All three 

2 T1-T2 3 + 4 10-20ng/mL 
Gleason OR 

both PSA AND 
T-stage 

3 T1-T2 
3 + 4 or 

4 + 3 
10-20ng/mL All 

4 T3 8 > 20ng/mL Any 

5 T4 9-10 — Any 

 

Though it is interesting that there have been recent advances and improvements in risk 

stratification, they are still defined by the underlying baseline prognostic factors and 

categorising PSA.  

1.2 Motivation 

There have been many advances in the treatment of localised prostate cancer over the last few 

decades, in particular the use of non-invasive modalities such as IMRT, dose-escalation of 

radiotherapy together with the use of neoadjuvant / concurrent hormonal therapy. There have 

been major advances in the understanding of the radiobiology of prostate cancer that lends 

itself well to exposure of hypofractionated radiotherapy, which is the current standard of care. 

Despite these improvements, patients’ cancer can still return and so the aim is to be able to 

better predict which patients will experience recurrence and when.  

After undergoing radiation therapy, the recurrence of the disease is monitored using PSA 

blood tests. These tests are repeated over time to check for any increases in PSA levels, which 

may indicate the return of the disease and require further evaluation. Dynamic prognostic 

tools that consider the full post-treatment PSA changes and other relevant disease information 

would be beneficial in improving the monitoring of those patients following radiotherapy, to 

help make informed clinical decisions.  
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Clinical prediction models (CPMs) are predictive tools that have become a cornerstone in 

healthcare and clinical practice. They allow clinicians to stratify risks of concern within a 

systematic framework. These tools enable personalised predictions of risk given a set of 

known inputs, such as clinical prognostic factors or predictors. CPMs are typically developed 

using routinely collected healthcare data, historical cohorts, or ongoing clinical trials via 

follow-up case report forms (CRFs).  There are three broad applications of CPMs: screening 

programs (mammography) [25], diagnosis [26], and therapeutic prognosis (Predict- prostate 

and breast) [27,28].  

Historically, CPMs for prostate cancer recurrence have been developed using clinical baseline 

prognostic factors, such as T-stage, Gleason score and presenting PSA. There are many 

existing CPMs (>100) in circulation for prostate cancer under various treatments [29,30]. In 

general, they use only baseline prognostic factors and therapy; very few of them use all the 

available longitudinal information, for example the repeated PSA concentrations over time. It 

is known that these clinical risk factors generally do not adequately predict recurrence on their 

own [31].  

Individual patients have multiple outcomes that are measured and typically analysed 

individually. However, incorporating the different outcomes and relevant clinical and 

pathological markers collected during follow-up through joint statistical modelling can result 

in more accurate predictions of a patient's prognosis. The extended period of follow-up 

enhances our understanding of each patient’s underlying biological mechanisms that can help 

to predict a possible recurrence of their disease. There is a need to better use all prognostic 

information from patients, particularly when patients have typical first-line hypofractionated 

regimes, as there is a clear lack of prognostic tools developed under these treatment 

modalities.  

Clinicians, and patients alike, are interested in their own bespoke prognosis, and this in turn 

will facilitate personalised clinical management. An important aim is to distinguish between 

those patients who are likely to do well and those potentially at risk of recurrence, and to 

quantify that risk using well calibrated models. For example, “what is their recurrence-free 

probability within the next five years?”, or “if they are yet to develop recurrence, what is their 

prognosis in the next two- or five years?”. Is it good, (i.e., a high recurrence-free probability) 
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with relatively good precision/small prediction intervals? Does this patient exhibit a good 

chance of prolonged event-free survival, or are they likely to have recurrence within some 

prediction window of interest? By addressing these aims, clinicians could personalise 

treatment and follow-up and appropriately divert resources to provide bespoke management 

plans to patients who need it most. For example, whether PSA levels surpass an unacceptable 

risk threshold, occurring within a clinically relevant prediction window of interest. This in 

turn can direct the frequency of follow-ups, further appointments/additional PSA tests taken, 

PSA-led imaging, and then initiating appropriate salvage therapies. Conversely, if the patient 

is deemed very low-risk, fewer clinical visits (e.g., reduced PSA frequencies) can be 

recommended, thereby reducing patient burden [32]. To increase efficiency and statistical 

power [33], it is crucial to utilise all available patient information.  

Prospective studies with extensive follow-up and high-quality data from clinical trials present 

a unique opportunity to undertake further work to examine various patterns of disease 

prognosis. In this thesis, using the data from the CHHiP clinical trial [13], I propose a clinical 

dynamic predictive joint model (CDPJM) for prostate cancer recurrence which, in addition to 

the clinical baseline prognostic factors, combines with longitudinal repeated PSA 

measurements obtained through follow-up over many years.  

There are many existing predictive tools that have been developed to predict these outcomes, 

however these are developed with older treatment deliveries receiving conventional 

radiotherapy. The novelty of this thesis is that the model includes patient cohorts that include 

hypofractionation. There are no known prediction tools that have been developed under the 

curative hypofractionated radiotherapy with hormone treatment pathway; this thesis 

addresses this area of unmet need. 
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1.3 The CHHiP Trial 

The CHHiP (Conventional or Hypofractionated High dose intensity modulated radiotherapy 

in Prostate cancer, ISRCTN97182923) trial is the largest known phase-III RCT in localised 

prostate cancer and investigates whether hypofractionated radiotherapy is non-inferior in 

comparison with conventional radiotherapy. Recruitment of 3,216 patients occurred between 

October 2002 and June 2011. These patients predominately had NCCN intermediate localised 

prostate cancer (T1b–T3aN0M0). They were randomised 1:1:1 to three IMRT fractionation 

schedules: the standard conventional fractionation of 74 Gray (Gy) given over 37 fractions (f), 

over 7.4 weeks (2Gy per day for 37 weekdays); two experimental hypofractionated schedules 

of 57Gy/19f given over 3.8 weeks, and 60Gy/20f over four weeks where both these 

hypofractionation arms delivered 3Gy/f. A visual schema of the trial is depicted in Figure 1-2. 

Full study details, including details of ethics approval, have previously been published; the 

five-year primary analysis was reported in June 2016 [13], with a subsequent 10-year updated 

publication planned. This update was recently presented at ASCO Genitourinary Cancers 

Symposium, February 2023 [34]. The study showed that the 60Gy/20f fractionation schedule / 

treatment arm was non-inferior to the conventional 74Gy/37f program. The CHHiP RCT 

successfully provided evidence 60Gy/20f should be the new standard of care for external beam 

radiotherapy (EBRT) radical treatment of localised prostate cancer.  

Due to the practice-changing evidence of CHHiP, moderate hypofractionation is now 

mandated by NHS England standardly used within clinics in the UK, with 96% of eligible 

intermediate-risk patients receiving hypofractionation [35,36].  This thesis will focus on EBRT 

modalities of localised prostate cancer; metastatic progression and corresponding treatment 

is beyond the scope of this thesis. Although a third of CHHiP patients were randomised to the 

conventional non-hypofractionated radiotherapy (control) arm, I have included all patients in 

the development of these models, the non-inferiority established in the main CHHiP results 

and to enable use of all clinical data to make the model more robust with an adequate sample 

size. 
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1.4 Developing a clinical prediction model 

Following PROGRESS III [37] best practice, there are mainly three stages to CPM research: 

model development with internal validation; external validation, and investigating impact on 

clinical utility. It is relatively easy to develop a CPM, however very few make it through to 

clinical practice, and most are forgotten [38,39].  

  

 

Figure 1-2 trial schema of CHHiP; ctrl = control, PSA = prostate-specific antigen. 

Primary endpoints:
biochemical (PSA) & clinical failure 

PSAs taken 6-monthly for 5 years, then annually thereafter

Follow-up, end of treatment PSAs taken

Hormone treatment (3—6 months), 12-week PSA taken

Randomised fractionation arm 1:1:1 (N=3,216):

57 Gy / 19f (hypofractionated) 

3.8 weeks

3Gy/f

60 Gy / 20f (hypofractionated) 

4 weeks

3Gy/f

74Gy / 37f (conventional, ctrl)

7.4 weeks

2Gy/f

Initial assessment (pre-treatment PSA taken)
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Developing a CPM involves several considerations, including: 

1) Defining the target population of interest: it is important to clearly define the target 

population for the prediction model, including the inclusion and exclusion criteria. In 

the case of this thesis, it is patients with localised prostate cancer treated with 

hormones and radiotherapy.  

2) Identifying the predictors: these independent variables should be selected based on 

their clinical relevance and the availability of data. Here, these predictors will be 

tumour aggressiveness, age, treatment received, and the observed PSA readings.  

3) Selecting the outcome: the outcome should be clearly defined and relevant to the target 

population. This will be recurrence of cancer.  

4) Determining the sample size: it should be sufficient to accurately estimate the model 

parameters and to provide adequate power for statistical testing; the sample size of the 

studies have already been calculated. In the subsequent chapters, I will address the 

sample size needed for development of the prediction tool, and its validation in 

external cohorts.  

5) Collecting the data: the data should be collected in a consistent and reliable manner. 

For CHHiP, this is collected through CRFs provided by hospital trusts and given to the 

CHHiP trial team within the ICR-CTSU to facilitate data checking and integrity.  

6) Cleaning and preparing the data: the data should be cleaned and prepared for analysis, 

including the handling of missing data, sense-checking and querying any unusual 

observations.  

7) Selecting the model: the appropriate model should be selected based on the nature of 

the outcome and the predictors. 

8) Assessing model performance: this should be assessed using appropriate evaluation 

metrics, such as discrimination and calibration, together with resampling methods to 

assess possible over-optimism, and the use of external cohorts to assess 

generalisability. 
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The TRIPOD (Transparent Reporting of a multivariable prediction model for Individual 

Prognosis Or Diagnosis) framework provides recommendations for the reporting of 

developing and evaluating the CPM in a comprehensive and transparent manner [40]. The 

TRIPOD checklist will be used to guide the development of the proposed clinical dynamic 

predictive tool.  

1.5 Thesis purpose and objectives 

The overall aim of this thesis is to propose, develop and validate a statistical clinical dynamic 

prediction model to predict cancer recurrence in localised prostate cancer patients treated with 

hormone therapy and radiotherapy, including hypofractionation. To achieve this, I will use 

well curated data from clinical trials (including CHHiP for developing the model) to fit a joint 

model that simultaneously models the longitudinal process (repeated PSA measurements 

over time) and a time-to-event outcome (time to recurrence). 

The specific research aims and objectives of this thesis are the following: 

1) To review and use the appropriate modelling framework and corresponding 

methodology currently in existence. 

2) Using this literature to inform development of a prediction tool, using all known 

information on the patient, given hypofractionated radiotherapy. 

3) To assess whether the joint model accurately reproduces similar treatment effects of 

CHHiP in the hypofractionation schedule, compared to the standard Cox model. 

4) To quantify the association between PSA trajectories and time-to-recurrence of 

prostate cancer. 

5) To produce reliable and clinically relevant dynamic predictions of prognosis, given 

updated PSA data for the patient.  

6) To determine how well the developed predictive tool can work in practice; validate 

and assess the generalisability of the model in other unseen patients of localised / 

locally advanced prostate cancer populations, and where alternative treatment 

pathways may be used.  
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7) To extend the joint model to consider the presence of competing events, for instance a 

death unrelated to prostate cancer, and ascertain whether they lead to more accurate 

predictions for the main event of interest, recurrence.   

8) Assessing whether the tool can be crafted to have clinical utility, considering the 

regulatory requirements involved in publishing said tool. 

How these aims will be addressed in the subsequent chapters are discussed in turn in section 

1.6.  

1.6 Thesis description & outline of subsequent chapters  

Chapter 2 will set out the proposed infrastructure for the joint model. It will lay the foundation 

of the underlying mathematical methodology in the literature and the basis for the subsequent 

results chapters. This includes the modelling of both the stochastic longitudinal PSA 

biomarker and the time-to-recurrence of cancer processes. It will set about the subsequent 

notation used, the estimation procedure of each joint modelling framework, introduce 

modelling comparisons and the underlying mathematics to elicit the important dynamic 

predictions. Finally, the evaluation of those dynamic predictions will be specified.  

Chapter 3 synthesises a review of the literature in already existing studies that have applied 

joint modelling to prostate cancer over the last two decades. Given changes in clinical practice 

and the historical nature of the existing clinical prediction models, it is necessary to ‘take stock’ 

of what is already published. This will lay the foundation and modelling rationale for the 

subsequent application chapters. This chapter is related to the publication by the author of this 

thesis [41].  

Chapter 4 will feature the application of joint modelling applied to the CHHiP trial [13]. The 

aim is to develop an individualised CDPJM, to predict possible recurrence of prostate cancer, 

in particular predicting the primary endpoint of biochemical and clinical failure. How the 

baseline prognostic factors impact PSA trajectories over time and quantify changes in PSA, 

(e.g. how an increase in PSA value and its rate of change impacts the risk of recurrence). 

Furthermore, dynamic predictions are extracted, comparing patients with opposing baseline 

prognostic factors (low- vs high-risk) with the same treatment schedules. I quantify the 

predictive performance of the joint model, with internally validated bias-corrected metrics on 
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calibration and discrimination. I also investigate PSA thresholds / cut-offs over various follow-

up landmark times that are indicative of good prognosis. This chapter is related to the recent 

publication by the author of this thesis [42].  

Chapter 5 will investigate the proposed dynamic predictive joint model (developed in 

Chapter 4) in external settings, in particular to externally validate the CDPJM in unseen 

patients not used to develop the model. External validation is the gold standard when it comes 

to evaluating the predictive performance of any developed prediction tool [37,40,43–45]. The 

two external RCT cohorts are RADAR and RT01 [46,47], with their own disease stages and 

treatment regimens, which differ slightly from the CHHiP trial. Further details on these 

external cohorts will be presented in the chapter. The predictive performance of the CDPJM is 

assessed in these external cohorts, together with the generalisability and clinical utility of the 

model in these extended unseen populations.  

Chapter 6 considers extending the original CDPJM of Chapter 4 to consider competing 

endpoints, in particular the competing risk of death unrelated to prostate cancer. It is 

important to consider competing risks in developing a clinical prediction model because the 

competing event can affect the accuracy of the model and overpredict the risks of the primary 

endpoint of prostate cancer recurrence. Competing risks refer to the fact that a patient may 

die from a cause other than the disease that the model is to predict. For example, the developed 

model is trying to predict the likelihood of prostate cancer recurrence, therefore the death of 

a patient from a heart attack (or another cause of death completely unrelated to the original 

disease) would be considered a competing event. If these competing risks are not considered 

appropriately, the model can underestimate the true risk of the endpoint of interest. This can 

lead to incorrect predictions and potentially harmful clinical decisions. On the other hand, if 

competing risks are properly accounted for, the model can provide more accurate predictions, 

which can help clinicians make more informed decisions about patient care.  

Finally, Chapter 7 will summarise and discuss the findings of the thesis, draw conclusions, 

and make recommendations for future work. Some further work, supplementary figures and 

tables can be found in the Appendices, corresponding to Chapters 4, 5, & 6.  
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2 Chapter 2 - Joint Modelling Methodology 

2.1. Publications relating to this chapter 
Joint models for dynamic prediction in localised prostate cancer: a literature review.  

Harry Parr, Emma Hall, Nuria Porta. BMC Medical Research Methodology volume 22, Article 

number: 245 (2022) https://doi.org/10.1186/s12874-022-01709-3  

2.2. Introduction  
Clinical prediction models are developed from patient and tumour features at diagnosis, as 

well as information on treatment received (such as fractionation dose) to predict future 

prognosis. To date, there are many CPMs to guide management decisions for localised 

prostate cancer, e.g., visualised in nomograms and online calculators [26,27,29,30,48–52]. 

These CPMs only consider information available at the time of diagnosis and/or at start/end 

of a treatment course, and PSA values collected after that timepoint are rarely considered, and 

then often only for the definition of biochemical failure. However, it is of interest to both 

patient and clinician to examine the association of the biomarker of interest over time to 

prognosis. Knowing the patient is alive and recurrence-free at a new post-treatment visit, with 

an updated PSA value, is informative. Including this new information into a prediction model 

can elicit dynamic predictions that enable updated prognosis of patients’ outcome(s).  

One approach to model the time-dependent PSA biomarker and assess its impact on 

recurrence is the extended Cox, or Andersen-Gill model [53,54]. This model is built using a 

counting-process methodology that divides data into time intervals (start-stop] for each PSA 

measurement recorded over time. This formulation is set to handle exogenous time-

dependent covariates, which is not an appropriate assumption for the PSA biomarker [55,56]. 

Exogenous covariates are entirely predictable processes that are fully specified, and measured 

without error, and do not change when the endpoint / event is observed. They are assumed to 

remain constant in between visits and only change when observed during follow-up, which 

is a very unrealistic assumption for biomarkers. For example, a patient’s age at the start of a 

study is an exogenous time-varying covariate because the age of a patient does not change 

due to the event of interest (such as disease recurrence). Conversely, endogenous time-

dependent covariates, are variables that are influenced by the event of interest. For example, 

https://doi.org/10.1186/s12874-022-01709-3
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a biomarker such as PSA is an endogenous time-dependent covariate because the value of 

PSA is affected by the event of interest (biochemical failure). The value of an endogenous time-

dependent covariate can be impacted by measurement error and biological variability, making 

it challenging to model accurately. More comprehensive details of this can be found in [57].  

A further extension is to use landmark modelling [55,58–62]: dynamic predictions are obtained 

by fitting time-dependent Cox models to the patient subsample still at risk at several 

prediction, or landmark times of interest, together with the value of the longitudinal 

biomarker at that time. Landmark models are straightforward to fit with standard software, 

but no measurement error for the time-varying biomarker is considered nor is the entire 

longitudinal history of the biomarker utilised (due to using the last observation carried 

forward) [60]. To improve predictions, a two-stage approach to landmarking (also known as 

mixed model landmarking [55,63]) can be considered to model measurement error and 

incorporate the full biomarker history. However, uncertainties in the mixed-effect model 

estimates are not carried through to the survival submodel, resulting in overexact estimates 

[64].  

Joint models permit dynamic prediction in localised prostate cancer by considering two time-

dependent processes simultaneously: the repeated longitudinal PSA biomarker over time 

(modelled using a mixed-effects submodel), and the time to an event of interest (modelled 

using a relative-risk, or Cox submodel). The event of interest can be biochemical failure, 

recurrence of disease (either locally in the prostate gland, in the regional lymph nodes, or 

distant organ metastases), clinical failure (need to recommence hormone therapy), death, or a 

composite of all these events.  

In this chapter, I will review the underlying methodology for developing a joint model, 

extracting dynamic predictions, and evaluating the predictive performance of the model. 

2.2.1. Notation 

In the treatment of localised prostate cancer, the endpoint I use is time to recurrence 

(recurrence-free survival); which is a composite of biochemical and/or clinical failure. The 

definition of biochemical failure after patients are treated with hormones and/or radiotherapy 

is where a PSA threshold is greater than the nadir PSA (lowest recorded PSA concentration at 
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any time after commencement of treatment, i.e., hormone therapy and radiotherapy) plus 2 

ng/mL, (PSA > PSAnadir + 2ng/mL). This is known as the Phoenix definition of biochemical 

failure and requires clinical confirmation [18]. Clinical failure is defined as a recommencement 

of hormonal therapy, local recurrence, lymph nodal or pelvic recurrence, or distant 

metastases; these are composite endpoints of clinical failure and can (rarely) preclude 

biochemical failure.  

Here I introduce some formal mathematical notation. For the 𝑖th patient, let 𝑇𝑖 be the observed 

failure time, the minimum of 𝑇𝑖
∗& 𝐶𝑖; 𝑇𝑖 = min(𝑇𝑖

∗, 𝐶𝑖), i.e., the first of the two outcomes: the 

true event time is denoted 𝑇𝑖
∗, i.e., the duration (in years) from the initial pre-treatment PSA 

time (𝑡 = 0) to recurrence, and 𝐶𝑖  is the censoring time. An indicator variable 𝛿𝑖 = 𝐼(𝑇𝑖
∗ ≤ 𝐶𝑖) 

is unity if the event of interest is observed for that patient, or zero otherwise. Using the 

observed event indicators and times, one wishes to make inferences on the possible true time-

to-recurrence 𝑇𝑖
∗.  

As visits and follow-up typically range from biannually to annually, interval-censoring may 

take place, i.e., time to recurrence is not observed exactly, however it is known it may have 

taken place sometime between two consecutive visits for a patient 𝑖, 𝑡1 < 𝑇𝑖
∗ ≤ 𝑡2. However, I 

will assume the event occurred exactly at the first visit when there is knowledge of it (i.e., at 

𝑡2), and assume the data is only subject to right censoring, as defined above.  

For the analysis of the repeated biomarker measurements, I define 𝑦𝑖(𝑡) to be the longitudinal 

covariate at time 𝑡 and 𝒚𝑖 = yi(tij); i = 1,… , N;  j = 1,… , n𝑖}, the longitudinal response vector of 

the continuous biomarker measurements for the 𝑖th patient and 𝑗th biomarker reading taken 

at time 𝑡𝑖𝑗. There are N patients with 𝑛𝑖 longitudinal measurements per patient. Let 𝒴𝑖(𝑡) =

{𝑦𝑖(𝑢), 0 ≤ 𝑢 < 𝑡} be the biomarker history up to time point 𝑡.   

2.3. Joint modelling specification and estimation 
In developing the joint model, there are two components that need to be accounted for: the 

longitudinal and the time-to-event processes. From these two submodel components, one can 

develop a dynamically updated clinical predictive joint model.  

For the longitudinal process, i.e., the repeatedly-measured biomarker PSA; typically a mixed-

effect submodel is used [65]. It is ‘mixed’ in the sense that it contains both fixed and random 
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effects. The former describes the average longitudinal trajectory of the patient population of 

interest, averaged across all patients. This submodel is employed as the assumed underlying 

/ latent patient-specific random effects account for the correlated within-patient repeated 

measures; these also account for the biological variation and possible unbalanced panel data 

(i.e., one patient has more longitudinal PSA information than another). These are unique to 

each patient; they allow one to quantify the deviation away from the overall fixed effects of 

the population. Hence the namesake mixed, combining these two sources of effects. Given 

these random effects, each patient is assumed to have a ‘random intercept’ i.e., have their own 

unique presenting pre-treatment PSA and random slopes i.e., have their own subject-specific 

mean PSA response over time, modelled with a specified parametric form.  

The time-to-event process is modelled using a relative risk submodel, whereby a Cox 

submodel is usually used. This is estimated using the usual survival analysis framework with 

corresponding log-hazard ratios to quantify the association of the baseline covariates to the 

outcome of interest: recurrence. There are two additional components of the relative risk 

model; unlike the standard Cox model, the baseline hazard is typically specified with a flexible 

parametric function, usually with penalised basis splines, or utilising a piecewise constant 

model.  

There are two joint modelling frameworks one can use: shared parameter joint models, 

(SPJMs), or joint latent class models (JLCMs). In both frameworks, the random effects account 

for the variability of the PSA biomarker. For SPJMs, those same random effects are assumed 

to account for the association between the longitudinal process and its impact on the relative 

risk component, via the inclusion of the functional form to quantify its association. Whereas 

in the JLCM, the random effects are used only to account for the correlated repeated biomarker 

measures, whilst the latent classes account for the dependency of the two outcomes [66].  

Further details on each framework are presented below in sections 2.3.1 & 2.3.2 with a further 

discussion on the pragmatic differences found in Chapter 3. 

2.3.1. Shared-parameter joint model 

The longitudinal process 𝒚𝑖 is assumed to follow a mixed-effects model, defined by a linear 

combination of possibly time-dependent main and random effects 𝑌𝑖(𝑡𝑖𝑗) = 𝑚𝑖(𝑡) + 𝝐𝑖(𝑡𝑖𝑗) =
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𝜷𝑋𝑖(𝑡𝑖𝑗 ) + 𝒃𝑖𝑍𝑖(𝑡𝑖𝑗 ) + 𝝐𝑖(𝑡𝑖𝑗). The vector 𝜷 are coefficients for the main and time-effect 

covariates of the design matrix 𝑋𝑖, and the corresponding random effects 𝒃𝑖 for the 𝑍𝑖 design 

matrix. The measurement errors 𝝐𝑖(𝑡𝑖𝑗) = {𝜖𝑖(𝑡𝑖1),… , 𝜖𝑖(𝑡𝑖𝑛𝑖)}
𝑇
 are time-dependent and 

assumed to follow 𝝐𝑖(𝑡𝑖𝑗) ∼ 𝑁(0, 𝜎𝑒
2), or t-distributed with several degrees of freedom, with 

the fatter tails used to accommodate possible outliers. The random effects 𝒃𝑖 (independent of 

𝝐𝑖(𝑡𝑖𝑗)), are usually assumed to follow a multivariate normal distribution, with an unknown 

square covariance matrix structure 𝐷, 𝒃𝑖~MVN(𝟎,𝐷).  

A relative risk, or proportional hazards model, is used for the parameterisation of the survival 

submodel:  

 ℎ𝑖(𝑡|𝑴𝑖(𝑡), 𝒘𝑖) = lim
Δ𝑡→0

Pr{𝑡 ≤ 𝑇𝑖
∗ < 𝑡 + Δ𝑡 |𝑇𝑖

∗ ≥ 𝑡,𝑴𝑖(𝑡), 𝒘𝑖}

Δ𝑡
 

                                = ℎ0(𝑡) exp{𝜸
𝑇𝒘𝑖 + 𝑓(𝑴𝑖(𝑡), 𝒃𝑖, 𝜶)}. 

Where 𝑴𝑖(𝑡) = {𝑚𝑖(𝑠), 0 ≤ 𝑠 < 𝑡} denotes the true (unobserved) and entire longitudinal 

biomarker history up to time point 𝑡, with 𝑚𝑖(𝑡) indicating the true value at 𝑡 (i.e., the mixed 

effect model not contaminated with measurement error). The baseline hazard is denoted ℎ0(𝑡), 

with covariates in the hazard submodel being 𝒘𝑖, with 𝜸𝑇 corresponding to the log-hazard 

ratio coefficients. An example of the parameterisation of the functional form 𝑓(𝑴𝑖(𝑡), 𝒃𝑖, 𝜶) 

can be a linear combination of value and gradient of the longitudinal biomarker, 

𝑓(𝑴𝑖(𝑡), 𝒃𝑖, 𝜶) =  𝛼1𝑚𝑖(𝑡) + 𝛼2
d𝑚𝑖(𝑡)

d𝑡
. The corresponding 𝜶 parameters are interpreted as the 

log-hazard ratios that quantify the intensity of association between the two outcomes. Other 

functional forms of 𝑓 exist, such as the (weighted) cumulative effect (1), or random effects 

association (2),  

𝑓 = 𝛼∫𝜔(𝑡 − 𝑠) × 𝑚𝑖(𝑠) 𝑑𝑠

𝑡

0

 (1) 

𝑓 = 𝜶T𝒃𝑖  (2) 

The former, (1), quantifies the risk of recurrence from the area under the biomarker trajectory 

and can allocate greater weights to more recent biomarker observations (e.g. using a standard 

normal density function for 𝜔). The latter, (2), parameterisation uses only the random effects 

as a linear predictor, this requires no numerical integration which is computationally 



  Chapter 2 - Joint Modelling Methodology 

 
40 

advantageous. Using a simple random intercept and slopes structure is most interpretable, 

whereby patient deviations from the population average is expressed [67]. General extensions 

to 𝑓(𝑴𝑖(𝑡), 𝒃𝑖, 𝜶) exist, incorporating multiple longitudinal outcomes (e.g. testosterone in 

addition to PSA) with more elaborate structures; however these are challenging to interpret 

[56,68,69]. 

In the usual Cox survival framework, it is typical to leave the baseline hazard function 

unspecified, then estimate the regression coefficients of the relative risk model by maximising 

its partial likelihood function. A full parametric specification of the baseline hazard function, 

ℎ0(𝑡), is recommended (e.g. using constant-piecewise, or regression splines models, with an 

adequate number of knots for flexibly modelling the underlying baseline risk). Leaving ℎ0(𝑡) 

unspecified can lead to underestimating the precision of the parameter estimates [70]. In 

particular to the joint modelling framework, penalised basis-splines are often employed to 

estimate ℎ0(𝑡) and can be expressed as:  

ℎ0(𝑡) = exp(𝜓ℎ0,0 +∑𝜓ℎ𝑜,𝑞 𝐵𝑞(𝑡, 𝒗) 

𝑄

𝑞=1

)  

i.e., a linear combination of B-splines 𝐵𝑞(𝑡, 𝒗) with 𝑞th basis function and a vector of spline 

coefficients 𝜓. Alternatively, a constant piecewise model can be considered taking the form,  

ℎ0(𝑡) = ∑ 𝜁𝑞 𝐼(𝑣𝑞−1 < 𝑡 ≤ 𝑣𝑞)

𝑄

𝑞=1

. 

Where 𝑣0 < 𝑣1 < ⋯ < 𝑣𝑄 are the splits in the follow-up time scale, with 𝑣𝑄 being greater than 

the maximum observed time, 𝜁𝑞 is the value of the hazard indicated within the interval 

(𝑣𝑞−1, 𝑣𝑞]. 

Given these time-independent random effects 𝒃𝑖, both outcomes 𝑌𝑖 and 𝑇𝑖 become 

independent from one other, known as conditional independence [56]. This is depicted in 

Figure 2-1. 
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Conditional 

independence 

Figure 2-1 a graphical representation of how the random effects elicit conditional independence of the two outcomes 
in the shared-parameter joint model specification. 

 

 

I define the likelihood functions of the mixed-effect model as  𝑝1(𝑦𝑖|𝒃𝑖; 𝜽), the time-to-event 

relative risk model as 𝑝2(𝑇𝑖, 𝛿𝑖  | 𝒃𝑖; 𝜽) and its joint distribution 𝑝12(𝑇𝑖, 𝛿𝑖 , 𝑦𝑖  | 𝒃𝑖; 𝜽) given the 

random effects under the conditional independence assumption and its estimated parameters. 

 𝑝1(𝒚𝑖|𝒃𝑖; 𝜽) =  ∏𝑝1̅(𝒚𝑖(𝑡𝑖𝑗)|𝒃𝑖; 𝜽)

𝑗

 (3) 

𝑝12(𝑇𝑖, 𝛿𝑖 , 𝒚𝑖 | 𝒃𝑖; 𝜽) = 𝑝1(𝑦𝑖|𝒃𝑖; 𝜽) × 𝑝2(𝑇𝑖, 𝛿𝑖  | 𝒃𝑖; 𝜽).                                   (4) 

Estimation of the parameters of the joint model can be undertaken by maximising the joint 

likelihood function (equation 4) under the frequentist framework, or by Markov chain Monte 

Carlo (MCMC) algorithms within the Bayesian framework. The latter is chosen in this thesis 

as it is computationally more efficient, model comparison is more straightforward, and 

asymptotic approximations are not required.  

The Bayesian framework estimates the model parameters by sampling from the posterior 

distribution, using the sampling algorithms MCMC [71]. Together with equation 3, the full 

posterior via conditional independence is, 

𝑓(𝜽, 𝒃) ∝∏∏𝑓(𝑦𝑖𝑗  |𝒃𝑖, 𝜽) 𝑓(𝑇𝑖, 𝛿𝑖|𝒃𝑖 , 𝜽)𝑓(𝒃𝑖, 𝜽)𝑝(𝜽)

𝑛𝑖

𝑗=1

𝑛

𝑖=1

 

Mixed-effects submodel  

(for longitudinal PSA) 

Relative risk / Cox submodel  

(to predict time-to-recurrence) 

Random effects, which are shared between 

the two outcomes 
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The priors used are typically standard and non-informative to attain stabilised MCMC 

convergence, which give similar parameter estimates to the maximum likelihood [71–73]. One 

way to ensure the parameters have converged is using the diagnostic convergence measure: 

potential scale reduction factor, or 𝑅̂. It compares the between- and within-chain estimates for 

model parameters; when the chains are well-mixed,  𝑅̂ → 1 [74]. 

Excellent overviews of shared-parameter joint modelling can be found by Rizopoulos, and 

Papageorgiou et al. [56,67]. 

2.3.2. Joint latent class model 

Alternatively, the joint latent class modelling framework assumes the existence of latent 

classes, which capture the association between the longitudinal biomarker trajectory and the 

relative risk of the endpoint of interest.  Following similar notation as above, I define the JLCM 

by the mixed-effect and relative risk submodels for each latent class 𝒄𝑖 ∈ {1, . . , 𝐺}
T:  

(𝑌𝑖(𝑡𝑖𝑗)|𝒄𝑖 = 𝑔) = 𝜷𝑔𝑋𝑖
𝑇(𝑡𝑖𝑗

∗ ) + 𝒃𝑖𝑔𝑍𝑖
𝑇(𝑡𝑖𝑗 ) + 𝜖(𝑡𝑖𝑗);  𝜖(𝑡𝑖𝑗) ∼ 𝑁(0, 𝜎𝑒

2), 𝒃𝑖𝑔 ~ MVN(𝝁𝑔, 𝐷) 

 

ℎ𝑖(𝑡 |𝒄𝑖 = 𝑔) = ℎ0𝑔(𝑡) exp(𝜸𝑔
𝑇𝒘𝑖), 

where assignment to latent class 𝑔 is given by a multinomial submodel,  

𝜋𝑖𝑔 = Pr(𝒄𝑖 = 𝑔 | 𝑋𝑖) =
exp(𝝀𝑔

𝑇𝑋𝑖)

Σ𝑗=1
𝐺 exp(𝝀𝑗

𝑇𝑋𝑖)
. 

With 𝑋𝑖 a fixed baseline design matrix associated with classification and corresponding 

coefficients 𝝀𝑔
𝑇 = (𝜆0

𝑇 = 0, 𝜆1
𝑇 , … , 𝜆𝐺

𝑇 = 0). Given the latent class 𝒄𝑖, conditional independence 

between the longitudinal and time-to-event outcomes is assumed. 

JLCMs are typically estimated by maximum likelihood using the Marquardt algorithm, given 

a fixed number of latent classes 𝐺. There can be issues in using Bayesian estimation, known as 

‘label switching’, due to the symmetric nature of the likelihood and model parameters, where 

a different set of parameters will provide the equivalent likelihood [75]. This can be identified 

by large 𝑅̂ and with non-overlapping traceplots [76]. This issue does not apply in the 

frequentist framework [66].  
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Assuming the conditional independence assumption, the log-likelihood of the observed data 

can be given by, 

∑log(∑ 𝜋𝑖𝑔
𝐺

𝑔=1
𝑓(𝑌𝑖(𝑡𝑖𝑗)|𝒄𝑖 = 𝑔) ℎ𝑖(𝑇𝑖|𝒄𝑖 = 𝑔;𝜽𝐺)

𝛿𝑖  𝑆𝑖(𝑇𝑖|𝑐𝑖 = 𝑔; 𝜽𝐺)) .

𝑁

𝑖=1

 

Where 𝜽𝐺  is the full vector of JLCM parameters with 𝐺 classes; 𝜋𝑖𝑔 is the above class-

membership probability; 𝑓(𝑌𝑖(𝑡𝑖𝑗)|𝒄𝑖 = 𝑔) is the probability density function of the 

longitudinal mixed-effect model, given 𝐺 classes; the instantaneous risk function is  

ℎ𝑖(𝑇𝑖|𝒄𝑖 = 𝑔; 𝜽𝐺), and 𝑆𝑖(𝑇𝑖|𝑐𝑖 = 𝑔;𝜽𝐺) is the class-specific survival function.   

The JLCM has some advantages compared to the SPJM: it does not need to specify a suitable 

functional form to link the two processes, and thus the conditional independence assumption 

in the JLCMs results in less onerous computations. However, as the number of latent classes 

are not known a priori, it is another component to be estimated, and as these are not observed, 

the conditional independence assumption is nontrivial to evaluate. Jacqmin-Gadda and 

colleagues proposed a trivariate score test to evaluate this assumption; they showed that their 

score test was uniformly most powerful and simpler than all others they considered [77]. 

2.4. Model comparisons 
The below model comparison methods can be applied to both joint modelling frameworks. In 

the frequentist joint modelling framework (both SPJMs & JLCMs), model comparisons are 

typically made using Akaike information criterion (AIC) and Bayesian information criterion 

(BIC). Both criteria are a function of model complexity and goodness-of-fit (usually the 

maximised likelihood value vs the number of parameters); the latter is used typically to 

determine the optimum number of latent classes.  

Model comparisons in the Bayesian framework (typically SPJMs) have some differences, on 

the Deviance information criterion (DIC), which is analogous to the AIC/BIC, i.e., the 

goodness-of-fit offset by model complexity. The DIC is calculated by deviance(θ̅) + 2𝑃𝐷 [78], 

i.e., the sum of the deviance function (goodness-of-fit) estimated using the posterior estimates 

of the parameters, and twice the effective number of parameters (𝑃𝐷 = 𝐷(θ)̅̅ ̅̅ ̅̅ ̅ −  deviance(θ̅)), 

where 𝐷(θ)̅̅ ̅̅ ̅̅ ̅ is the posterior mean of the deviance, i.e., the average of the variances that are 
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calculated using the estimated parameters at each iteration of the MCMC sampler, minus the 

deviance evaluated at the posterior mean of the parameters.  

DIC =
2

𝑆
∑∑log{𝑓(𝑇𝑖

∗, 𝛿𝑖 , 𝒚𝑖|𝜃
(𝑠))}

𝑁

𝑖=1

𝑆

𝑠=1

−∑log{𝑓(𝑇𝑖
∗, 𝛿𝑖 , 𝒚𝑖|𝜃̅)}

𝑁

𝑖=1

,  

where 𝜃(𝑠) is the parameter sample at the 𝑠th (𝑠 = 1,… , 𝑆) iteration of the (Gibbs) sampler and 

𝜃̅, are the means of the posterior samples. As with the AIC/BIC, a lower DIC indicates better 

fit when comparing other models [79].  

An alternative measure used in the Bayesian literature is the conditional predictive ordinate 

(CPO) [80]. The CPO is a model diagnostic metric, as it explains how the 𝑖th patient’s data / 

covariates agree or diverge from the model, with larger values of the CPO are indicative of a 

better fit. For the 𝑖th patient observation, the CPO-statistic is defined as,  

CPO𝑖 =  𝑓(𝑇𝑖
∗, 𝛿𝑖 , 𝒚𝑖|𝐷

(−𝑖)) 

= ∫𝑓(𝑇𝑖
∗, 𝛿𝑖 , 𝒚𝑖|𝜃, 𝐷𝑖) 𝜋(𝜃|𝐷

(−𝑖)) 𝑑𝜃, 

where 𝐷𝑖 is the 𝑖th patient’s covariate data, and 𝐷(−𝑖) are the data for all patients other than 𝑖th. 

A solution for the integral is analytically intractable, particularly in higher dimensions, so 

MCMC approaches are used to estimate the integral; as proposed by Zhang and colleagues 

[81]. A related model-comparison measure is the log pseudo-marginal likelihood (LPML), 

which is defined as LPML =  ∑ log(CPO𝑖)
𝑛
𝑖=1  [72]. Alternatively, there is the widely-

applicable/Watanabe-Akaike information criterion (wAIC) proposed in [82]. The wAIC is seen 

as a more stable estimator of the DIC, where the DIC can be seen as an approximation to the 

wAIC . The LPML and wAIC are asymptotically equivalent estimators of external validation 

prediction errors [83].  

2.5. Dynamic predictions 
The crux of developing joint models is to elicit dynamic predictions of the probability of the 

event of interest occurring, which can be obtained from both modelling frameworks. These 

models can provide clinicians with bespoke and tailored dynamic predictions for an 

individual patient, to help to convey the involved risk of recurrence and guide clinical 

decision-making management decisions. For each individual patient and at specific time 
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points during their follow-up, one wants to consider all the available information, i.e., the 

accrued PSA biomarker information, in addition to baseline prognostic factors.   

The probability for a patient to be free of the event of interest by a future time 𝑢 > 𝑡 can be 

estimated, i.e., 𝜋𝑖
∗(𝑢|𝑡), the conditional probability of being event-free at time 𝑢. Given the 

information available up to time 𝑡 > 0, the patient is still at risk of the event at time 𝑡 (𝑇∗ > 𝑡), 

the baseline covariates / fixed effects design matrix 𝑋𝑖, the biomarker longitudinal values 

observed up to time 𝑡, 𝒚𝑖(𝑡), and the parameters 𝜽 estimated from the joint model. These 

predictions can be dynamically updated when new biomarker information becomes available 

at 𝑡’ > 𝑡 [55,84–86].  

For the SPJMs, these can be obtained by integrating over the random effects:  

𝜋𝑖
∗(𝑢|𝑡) = Pr(𝑇𝑖

∗ ≥ 𝑢 |𝑇𝑖
∗ > 𝑡, 𝑋𝑖, 𝒚𝑖(𝑡), 𝑇𝑖, 𝛿𝑖 , 𝒘𝑖; 𝜽) 

= ∫Pr(𝑇𝑖
∗ ≥ 𝑢 |𝑇𝑖

∗ > 𝑡, 𝒚𝑖(𝑡), 𝒃𝑖;  𝜽) × 𝑝(𝒃𝑖|𝑇𝑖
∗ > 𝑡, 𝒚𝑖(𝑡); 𝜽) 𝑑𝒃𝑖  

= ∫Pr(𝑇𝑖
∗ ≥ 𝑢 |𝑇𝑖

∗ > 𝑡, 𝒃𝑖, 𝜽) × 𝑝(𝒃𝑖 | 𝑇𝑖
∗ > 𝑡, 𝒚𝑖(𝑡); 𝜽) 𝑑𝒃𝑖  

= ∫
𝑆𝑖(𝑢|𝒃𝑖; 𝜽)

𝑆𝑖(𝑡|𝒃𝑖; 𝜽)
 𝑝(𝒃𝑖|𝑇𝑖

∗ > 𝑡; 𝒚𝑖(𝑡); 𝜽) 𝑑𝒃𝑖 , 

where 𝑆𝑖(… ) is the conditional survival function given the random effects for the 𝑖th patient. 

That is, for a specific 𝑖th individual, it is estimated based on the posterior predictive 

distribution with the conditional independence assumption from equation (1).  

Similarly, for the JLCM, the predicted probabilities are given by summing over the latent 

classes (instead of integrating over the distribution of the random effects): 

𝜋𝑖
∗(𝑢|𝑡) = ∑ Pr(𝑇𝑖

∗ ≥ 𝑢|𝑇𝑖
∗ > 𝑡, 𝑐𝑖 = 𝑔, 𝑋𝑖, 𝒚𝑖(𝑡), 𝑇𝑖, 𝛿𝑖 , 𝒘𝑖; 𝜽)

𝐺

𝑔=1

× Pr(𝑐𝑖 = 𝑔|𝑇𝑖
∗ > 𝑡 , 𝑋𝑖 , 𝒚𝑖(𝑡), 𝑇𝑖, 𝛿𝑖 , 𝒘𝑖; 𝜽) 

In either joint modelling framework, 𝜋𝑖
∗(𝑢|𝑡) is difficult to compute analytically, therefore 

MCMC methods are implemented. MCMC extracts the predicted probabilities of the posterior 

distribution of 𝜋𝑖
∗(𝑢|𝑡) and corresponding credible intervals from the Monte Carlo sample 

percentiles of interest [66,85]. These can be extracted using the following MCMC sampling 

scheme:  
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1. Draw 𝜽∗ from MCMC sampling of the posterior 𝑝(𝜽|𝑫𝑛); 

2. draw 𝒃𝑖
∗ from 𝑝(𝒃𝑖 | 𝑇𝑖

∗ > 𝑡, 𝒚𝑖(𝑡); 𝜽); 

3. compute 𝜋𝑖(𝑢|𝑡, 𝒃𝑖
∗; 𝜽∗) =

𝑆𝑖(𝑢|𝒃𝑖; 𝜽)
𝑆𝑖(𝑡|𝒃𝑖; 𝜽)

 

The above three steps are repeated many 𝑀 times to obtain an estimate of 𝜋𝑖
∗(𝑢|𝑡),  

𝜋 ∗̂𝑖(𝑢|𝑡) =
∑ 𝜋𝑖

(𝑚)
(𝑢|𝑡)𝑀

𝑚=1

𝑀
. 

From the above estimator of 𝜋𝑖
∗, the 95% credible intervals can be obtained using the sampled 

Monte Carlo percentiles at 2.5% and 97.5%.  

Conversely, one can calculate the probability of recurrence, the cumulative incidence (one 

minus recurrence-free event) 𝜋𝑖(𝑢|𝑡) = 1−𝜋𝑖
∗(𝑢|𝑡) = Pr(𝑇𝑖

∗ < 𝑢|𝑇𝑖
∗ > 𝑡). The focus in the 

subsequent chapters will be on the cumulative incidence parameterisation. 

2.6. Evaluating predictive performance  
Measuring predictive ability is crucial to assess the proposed model(s) performance in 

producing accurate predictions, the end goal for any prediction model. Two aspects of 

modelling performance can be assessed: calibration (how well the model predicts the observed 

data) and discrimination (how well the model can distinguish between those patients who do 

and do not have an event). Previous work has developed these assessments using inverse 

probability of censored weighting (IPCW) from Kaplan-Meier-based estimators [87,88]. In this 

chapter and thesis, the focus remains on model-based weighting that captures informative 

censoring (e.g. removal from a study before formal biochemical failure has been achieved and 

therefore not recording the event directly). The model-based estimators correct for censoring 

by modelling the censoring distribution directly [55].   

Given the full likelihood of the joint model, consider the longitudinal PSAs 𝒚𝑖, the true time 

to recurrence 𝑇𝑖
∗, the PSA schedule 𝑇𝑖

PSA, and an indicator of removal from follow-up without 

having observed recurrence 𝑟𝑖
∗ = (𝛿𝑖 = 0). It is assumed that 𝑇𝑖

PSA & 𝑟𝑖
∗ can only depend on the 

observed PSA values 𝒚𝑖; the full joint likelihood is, 

𝑓12(𝒚𝑖, 𝑇𝑖
*, 𝑇𝑖

PSA, 𝑟𝑖
∗ | 𝜽, 𝛟) = 𝑓1(𝒚𝑖, 𝑇𝑖

∗ | 𝜽) × 𝑓2(𝑇𝑖
PSA, 𝑟𝑖

∗ | 𝒚𝑖, 𝛟). 
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Where 𝜽 is the vector of the complete joint model parameters and 𝝓 is another vector of 

parameters for the 𝑇𝑖
PSA & 𝑟𝑖

∗ processes only. This decomposition reveals that although the 

processes 𝑇𝑖
PSA & 𝑟𝑖

∗ can be established from 𝒚𝑖, the 𝑓2 term can be ignored and focus the 

inference on 𝑓1, as 𝑓2 does not carry any information for 𝜽, when the interest lies in the 

inference of the 𝜽 parameters. This shows the joint model is valid in the presence of 

informative censoring, hence valid predictive performance metrics, presented below. 

Discrimination is typically assessed by considering the time-dependent AUROC (area under 

the receiver operating characteristic curve) [85,87,89,90]. Within a particular chosen prediction 

window, AUROC (or simply AUC) values of 0.5 indicate random chance assignment and 

values closer to unity indicate better model discrimination. One wishes to predict whether 

patients are likely to continue being recurrence-free at some point in the future (time 𝑢 = 𝑡 +

Δ𝑡), given they are free from recurrence at current time 𝑡, (𝑡, 𝑢]. A patient 𝑖 can be deemed to 

either have experienced the event if 𝜋𝑖
∗(𝑢|𝑡) < 𝑐 or otherwise 𝜋𝑖

∗(𝑢|𝑡) > 𝑐, with 𝑐 ∈ [0, 1], i.e., 

for a pair of patients {𝑖, 𝑗} who are randomly chosen where both their accrued biomarker 

readings up to time 𝑡 are known, the AUC can be calculated for varying values of 𝑐, which is 

a measure of the discriminative ability of the joint model, this is given by, 

AUC(𝑢|𝑡) = Pr [𝜋𝑖
∗(𝑢|𝑡) < 𝜋𝑗

∗(𝑢|𝑡) | {𝑇𝑖
∗ ∈ (𝑡, 𝑢]} ⋂  {𝑇𝑗

∗ > 𝑢}] 

i.e., it is expected that the joint model is to assign a higher probability of being event-free 

within the prediction window to the patient who has yet to experience the event.  

Calibration is another vital component to assess model performance. It describes how well the 

model’s predicted probabilities align to the observed data. It is therefore imperative to assess 

calibration to mitigate against poor predictions [91–93]. To assess calibration, Crowson and 

Austin and their respective colleagues propose a graphical calibration approach to 

constructing the curves and assessing calibration. The predicted probabilities at the horizon 

time of interest   𝜋𝑖
∗̂(𝑢|𝑡) can be extracted from the fitted joint model. This is typically 

presented by assessing the relationship between the log-hazard of recurrence and  

log (− log (1 − 𝜋𝑖
∗̂(𝑢|𝑡))). From the fitted joint model, the estimated probability of recurrence 

just prior to time 𝑡 can be estimated for each value of 𝜋𝑖
∗̂(𝑢|𝑡). The double-log (complementary 

log-log) transformation is considered for two reasons: 1) due to increasing the likelihood of a 
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linear relationship between the linear predictor and the probability of recurrence; and 2) to 

reduce the number of knots required for the restricted cubic splines. From these calibration 

curves, one can calculate the integrated calibration index (ICI) and other metrics. The ICI is 

defined as the mean absolute difference between the observed and predicted probabilities 

within the entire sample, ICI =
1

𝑁
∑ |𝜋𝑖

∗̂(𝑢|𝑡)𝑐
𝑡0
− 𝜋𝑖

∗̂(𝑢|𝑡)|𝑁
𝑛=1 , where the latter term within the 

estimator is the predicted probability of recurrence immediately before time 𝑡0 and the former 

term is the smoothed calibration curve predicted probability. Other metrics can be calculated 

such as the E50 which is the median absolute difference between the observed & predicted 

probabilities [91].  

The prediction error (PE) focuses on assessing the calibration of the model, and it is defined 

as the expectation of the difference between the observed event status 𝑁𝑖(𝑢|𝑡) = 𝐼(𝑇𝑖
∗ > 𝑢|𝑡) 

and the predicted event occurrence 𝜋𝑖
∗(𝑢|𝑡), at a specific time. A loss function can be 

incorporated within the expectation (e.g. the mean absolute prediction error (MAPE) or 

squared-loss functions). The latter is also known as the Brier score (BS), which is an overall 

measure of prognostic performance, defined as BS(𝑢|𝑡) = 𝔼 [(𝑁𝑖(𝑢|𝑡) − 𝜋𝑖
∗(𝑢|𝑡))

2
|𝑢 > 𝑡]. The 

BS can be shown to be decomposed as a combination of calibration and discrimination (with 

an additional uncertainty term) [94–96]. Under any loss function, as the difference between 

these two terms decreases and tends to zero, the closer the observed and predicted event align, 

resulting in better predictive performance of the model. In practice, one may want to consider 

predictions over a window of interest, rather than specified time points, by using weighted 

extensions of these estimators (e.g. a weighted average absolute prediction error (WAPE) or 

integrated BS [97,98]). For any of these predictive measures to be valid, the censoring 

distributions need to be corrected for, (e.g. using inverse probability weighted estimators 

[55,87,88,99]). 

Alternative measures of accuracy can be utilised, such as the expected prognostic observed 

cross-entropy (EPOCE) [100]. The EPOCE quantifies the prognostic information from the joint 

model at the landmark time of interest. When estimated internally, leave-one-out cross-

validation of the prognostic observed log-likelihood (CVPOL) is used to correct for over-

optimism [101]. For external validation, no cross-validation is required. Proust-Lima et al. [66] 

argue the advantages of EPOCE over the previously stated measures, including no censoring 
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distribution nor a prediction window is assumed, direct comparison of two joint models can 

be made, and that it is more reasonable to evaluate directly on the likelihood density functions. 

Further formulation and discussion on this predictive accuracy metric can be found in [66,100].   

2.7. Discussion 
Joint models give more precise estimates of the possible treatment effects on the longitudinal 

biomarker (indirect effect) and time-to-event endpoint (direct effect), reduces bias in the 

treatment effect estimates, and enable investigation of the possible direct association of the 

biomarker trajectory upon the endpoint [33]. The joint modelling framework is known to be 

more efficient than standard Cox modelling (without time-dependent factors), as it reduces 

the bias in quantifying the treatment effect(s) in both submodels and reduces the 

corresponding standard error, compared to solely a Cox model.  

Another benefit of joint models is how they can account for informative censoring. Patients 

could drop out from the study early due to worsening/increasing PSA and/or patient anxiety 

(or conversely, they were not concerned for their PSA, although unlikely they would drop out 

for these reasons). Informative censoring could also be that patients receive an intervention 

(e.g. PSA tends to grow exponentially before formal recurrence). Some clinicians may take the 

view that some sort of salvage therapy is required, so the patient recommences androgen 

deprivation therapy and as a result does not achieve formal biochemical failure and is 

censored at the date of therapy. Given the fully specified likelihood approach of the joint 

model mentioned in section 2.6, these types of informative censoring bias are inherently dealt 

with. It utilises model-based estimators and adjusts for the censoring distribution which 

corrects for these censoring patterns [102].  In this thesis, I will assume noninformative right-

censoring.  
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3 Chapter 3 – Literature Review 

3.1 Publications related to this chapter 

Joint models for dynamic prediction in localised prostate cancer: a literature review.  

Harry Parr, Emma Hall, Nuria Porta. BMC Medical Research Methodology volume 22, Article 

number: 245 (2022) https://doi.org/10.1186/s12874-022-01709-3  

3.2 Introduction 

In this chapter, I synthesise a review for published applications of joint models to localised 

prostate cancer over the last two decades. Given the rapid popularity and use of dynamic 

prediction models, this review serves as a reference to assess and reflect the applied and 

dynamic methods used in localised prostate cancer. The main review of the identified articles 

is given in the results section and summarised on Table 3-1.  

Within each modelling framework, I present the approaches that these articles used for 

modelling of the time-to-event process(es), the functional form of PSA, estimation of dynamic 

predictions and model validation strategies. Finally, an appraisal and conclusion of these 

models are given. 

3.3 Literature Search 
The search strategy included linear combinations of, {“joint model*” OR “individual* 

prediction”} AND {“prostate cancer” OR “prostate-specific antigen” OR “PSA”} in the title or 

abstract, using Web of Science and PubMed databases up to and including June 2020. A 

flowchart depicting the study identification strategy is given in Figure 3-1. A total of 751 

articles were identified from the initial search parameters, 703 and 48 articles came from Web 

of Science and PubMed respectively. Duplicated articles were removed, leaving 702 unique 

papers. Novel and seminal papers that involve the joint modelling of the longitudinal 

biomarker PSA and time-to-event of clinical recurrence in localised prostate cancer were 

selected by the author of this thesis, as the focus was to understand the PSA dynamics for this 

disease, which can be quite different from advanced prostate cancer. Further exclusions were 

made on inspecting the abstract, these included: advance/metastatic disease; different disease; 

no joint modelling undertaken, or alternative machine learning/artificial intelligence methods 

https://doi.org/10.1186/s12874-022-01709-3
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used; simulated data used; predicting alternative endpoints such as time to diagnosis or death; 

no dynamic predictions derived; and whether focus was on methodology development. 

 

 

  

Papers identified via  
Web of Science (n=703) and 
PubMed (n=48) databases 
 

Papers removed before 
screening: 

• Duplicate records removed 
(n = 49) 

Papers screened (n = 702) 
Papers excluded (n = 616): 

• Title nor abstract did not 
reference to ‘joint model’ or 
‘individual prediction’ 

Papers assessed for eligibility 
(n = 86) 

Papers excluded (n=74): 

• Advance / castration-
resistant prostate cancer  

• Different disease – not 
prostate cancer  

• No joint modelling used, or 
ML/AI used  

• Simulated datasets 

• Predicting alternative 
endpoints  

• No dynamic predictions 

• Joint model methodology 
development – extension of 
repeated previous analysis 
 

Studies included in review (n = 12): 
 
- Joint latent class models (n=3) 
- Shared-parameter joint models (n=9) 

• Standard time-to-event submodel (n=3) 

• Extensions to time-to-event submodel (n=6) 
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Figure 3-1 a flowchart for identifying studies of the literature review. 
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There were 12 identified relevant full-text papers that best illustrated the joint modelling 

framework and summarised its applications in localised prostate cancer; these were selected 

to be included within this chapter. Table 3-1 summarises these 12 papers including details of 

the modelling framework used, sample sizes, parameterisations, the prediction windows of 

interest, whether validation was undertaken, and the code/software used.  

In the following, I review and summarise these papers in detail around their model 

specification, estimation of dynamic predictions and model validations conducted. Where 

available, the corresponding software and code with packages can also be found [103,104]. 

Nine papers (75%) applied the SPJM framework, three of these presented the standard joint 

model for a time-to-failure endpoint in section 3.4. Three papers (25%) described the JLCM 

approach, presented in section 3.5. In section 3.6, 6 of the 9 SPJM papers presented extensions 

to the time-to-event submodel incorporating cure, competing risks, and multi-state models for 

localised prostate cancer. I finish this chapter with a discussion (section 3.7) and conclusion.  
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Table 3-1 a summary table of the articles where joint modelling was applied to localised prostate cancer to predict recurrence, in chronological order. Abbreviations include: JLCM = joint 
latent class model, SPJM = shared-parameter joint model, PSA= prostate-specific antigen, EBRT = external-beam radiotherapy, HT = hormone therapy, Gy = Gray, EPOCE = expected 
prognostic observed cross-entropy, CVPOL = cross-validated prognostic observed log-likelihood, IBS = integrated Brier score. 

Paper [ref] Modelling Framework Sample sizes (N) 

& Events (E) for 

model 

development 

 

Joint model 

parametrisation 

Dynamic prediction 

landmark and 

prediction window  

Validation undertaken  Code & software 

used  

1)  

Pauler & 

Finkelstein, 2002 

[105] 

Bayesian change-point 

SPJM. 

N=676, E=176 PSA data during the first two 

years was dropped from 

analysis due to rapid drops of 

PSA post-EBRT & HT. The 

random effects include the 

intercept and the slopes 

(before & after the change-

point). The change-point is 

used to predict recurrence. 

 

Logged-PSA is modelled with 

covariates age, presenting 

PSA, T-stage, with a change-

point indicator. 

 

A change-point occurring 

within 10 years. Relapse 

landmark by four years 

with a prediction horizon 

of 10 years.  

None performed. C routine dfpmin, 

and S-PLUS 

surv.fit function. 

2)  

Law et al., 2002 

[106] 

Frequentist cure SPJM. N=458, E=92 Two models are fitted, joint-

cure and logistic-Cox (no 

longitudinal PSA 

consideration). 

 

Nonlinear exponential- decay 

& growth modelled 

longitudinal logged-PSAs 

using presenting PSA, T-

stage, and Gleason.  

Not specified, estimated 

probabilities of 

recurrence are given for 

each patient at some 

time in the future.  

Simulation study performed 

showing that joint-cure model 

has better sensitivity and 

discrimination compared to 

logistic-Cox model.  

MATLAB 
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Paper [ref] Modelling Framework Sample sizes (N) 

& Events (E) for 

model 

development 

 

Joint model 

parametrisation 

Dynamic prediction 

landmark and 

prediction window  

Validation undertaken  Code & software 

used  

3)  

Yu et al., 2004 

[73] 

Cure SPJM (comparing 

Bayesian and 

Frequentist).  

N=458, E=92 Modelled the current PSA 

value & slope trajectory. 

Random effects are modelled 

parametrically by 

exponential- decay & growth 

models adjusting for 

presenting PSA, T-stage, and 

Gleason. 

Not specified, estimated 

probabilities of 

recurrence are given for 

each patient at some 

time in the future. 

Not performed, comparisons are 

made between the two 

estimation methods and are 

shown to be similar to one 

another. 

MATLAB & C++ 

4)  

Taylor et al. 2005 

[107] 

Bayesian cure SPJM. N=934, E=140 

  

 

PSA value & slope and a 

time-dependent hormone 

therapy commencement 

indicator is considered, 

adjusting for baseline 

covariates: presenting PSA, 

T-stage, Gleason, age, total 

dose (Gy), and treatment 

duration.  

Landmarks from last 

contact, with a prediction 

window of four years. 

Validation is performed on data 

of the same patients used for 

development, but with further 

follow-up. The model is shown 

to be well calibrated and 

accurately predict new PSA 

values and recurrence risk. 

C++ 

5)  

Yu et al., 2008 

[86] 

Bayesian cure SPJM. N=928, E=146 PSA value & slope and time-

dependent hormone therapy 

commencement indicator is 

considered, adjusting for 

baseline covariates: 

presenting PSA, T-stage, 

Gleason, age, total dose 

(Gy), and treatment duration.  

Landmarks from last 

contact, with a prediction 

window of four years.  

Validation performed on data of 

the same patients used for 

development, but with further 

follow-up. The model is shown 

to be well calibrated and 

accurately predict new PSA 

values and recurrence risk. 

Kaplan-Meier plot shows the 

higher predicted risks go on to 

have more recurrences 

indicating its validity.  

C++ 
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Paper [ref] Modelling Framework Sample sizes (N) 

& Events (E) for 

model 

development 

 

Joint model 

parametrisation 

Dynamic prediction 

landmark and 

prediction window  

Validation undertaken  Code & software 

used  

6)  

Proust-Lima & 

Taylor, 2009 [84] 

Frequentist JLCM. Model 

development and 

validation: 

N=2,386, E=317 

 

Baseline covariates included: 

presenting PSA, T-stage, and 

Gleason. The main and 

random effects are of the 

biphasic initial decline and 

long-term rise. Five latent 

classes were identified. 

 

Landmarks taken at 

every six months from 

1—3½ years, with a 

prediction window of 

three years.  

External validation of prediction 

is performed on two external 

cohorts. A range of models are 

explored, the 5-JLCM shows 

consistently lower absolute and 

weighted prediction errors in 

both cohorts, using prediction 

windows of one and three years.  

Not stated but 

presumably R 

using the lcmm 

package. 

7)  

Jacqmin-Gadda 

et al., 2010 [77] 

Frequentist JLCM. N=459, E=74 Similar to [84] with biphasic 

longitudinal components for 

the logged-PSA, considering 

presenting PSA, T-stage, and 

Gleason. Four latent classes 

were identified to be best 

fitting where the proposed 

score test did not reject the 

null of conditional 

independence.  

Only mean evolutions for 

each of the four classes 

are given with predicted 

recurrence-free survival. 

No windows are 

specified. 

Simulation study performed to 

appraise score test, where the 

baseline hazard function was 

misspecified. This methodology 

was applied to a prostate cancer 

cohort. 

Not stated but 

presumably R 

using the lcmm 

package. 
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Paper [ref] Modelling Framework Sample sizes (N) 

& Events (E) for 

model 

development 

 

Joint model 

parametrisation 

Dynamic prediction 

landmark and 

prediction window  

Validation undertaken  Code & software 

used  

8)  

Taylor et al. 2013 

[108] 

Bayesian SPJM. Model 

development and 

validation: 

N=3,232, E=458 

Covariates include 

presenting PSA, T-stage, and 

Gleason grade. Longitudinal 

parameterisation includes 

PSA value & slope, and time-

dependent HT.  

Landmarks are given 

from most recent PSA 

values with a prediction 

window of three years.  

External validation is performed 

on a fourth dataset. Simpler 

visual approaches are 

undertaken, focusing on 

estimated risk of recurrence 

three years after treatment using 

a three-year prediction window. 

Patients are assigned to four 

risk groups, comparing the 

training and testing Kaplan-

Meier plots. A sensitivity 

analysis is performed 

commencing hormone therapy 

as either censored and as an 

event. The model is deemed 

adequately calibrated with 

similar patterns being exhibited 

between training & testing 

datasets.  

C 
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Paper [ref] Modelling Framework Sample sizes (N) 

& Events (E) for 

model 

development 

 

Joint model 

parametrisation 

Dynamic prediction 

landmark and 

prediction window  

Validation undertaken  Code & software 

used  

9)  

Proust-Lima et 

al., 2014 [66] 

Frequentist JLCM & 

SPJM. 

Model 

development and 

validation: 

N=1,178, E=200 

Biphasic mixed-effect 

parameterisation of 

longitudinal logged-PSA. 

Baseline covariates: 

presenting PSA, T-stage and 

Gleason  

Four latent classes identified 

for the JLCM, SPJM included 

PSA value and slope 

association structure. All 

other components had the 

same model structure for 

direct comparison.  

Landmarks taken at 

every six months from 

1—3½ years, with a 

prediction window of 

three years. 

Internal and external validation 

is performed. The EPOCE is 

estimated internally using 

CVPOL from 1 – 6 years after 

EBRT. The difference in EPOCE 

for 4-JLCM and SPJM shows 

the 4-JLCM to be a better 

prognostic model in the first four 

years. External EPOCEs and 

IBSs are shown over the follow-

up period. The IBSs and 

EPOCEs show reduced errors 

for ≥ 3-JLCM and SPJM with 

little differences between the two 

approaches.  

R: using the lcmm 

and JM packages 

– code is available 

on request from 

the authors.  

10) 

Sène et al., 2016 

[109] 

Frequentist SPJM. N=2,386, E=312 Similar to [84] with biphasic 

longitudinal components for 

the logged-PSA, considering 

presenting PSA, T-stage, 

Gleason, and corrected total 

EBRT dose (Gy). Several 

specifications of the time-

dependent initiation of 

salvage HT, and the 

association structures of the 

longitudinal value and slope 

of PSA and random effects.   

Landmarks from 1.2, 1.6, 

2 and 2.6 years are given 

with a prediction window 

of recurrence within the 

next three years. The 

predicted recurrence 

probabilities are given 

under four scenarios of 

initiating salvage HT 

immediately, in 1 or 2 

years, or not at all.  

Internal validation is performed 

using cross validation for a 

prediction window of three 

years. The CVPOL, CV-BS, and 

CV-IBS are shown for the six 

model structures. A simpler 

random effects joint model is 

best and chosen for the absence 

of salvage HT; for immediate 

HT, the JM that separated the 

PSA trajectory before and after 

HT is deemed best.  

R: JM package 

with modifications 

to source code. 



  Chapter 3 – Literature Review 

 
58 

Paper [ref] Modelling Framework Sample sizes (N) 

& Events (E) for 

model 

development 

 

Joint model 

parametrisation 

Dynamic prediction 

landmark and 

prediction window  

Validation undertaken  Code & software 

used  

11)  

Ferrer et al., 2016 

[110] 

Frequentist multi-state 

SPJM 

N=1,474; E=941* 
* sum of all events  

Similar to [84] with biphasic 

longitudinal components for 

the logged-PSA, considering 

presenting PSA, T-stage, and 

Gleason. The longitudinal 

PSA value and slope was 

modelled.  

For the multi-state 

process, transition 

probabilities are given 

from each transition to 

any of the other four 

transitions from the end 

of treatment throughout 

follow-up.  

A simulation study was 

undertaken to ensure the 

estimation process was correct.  

Diagnostic plots for the residuals 

and observed/predicted of the 

longitudinal model.  

R: nlme, survival, 

mstate and JM 

packages, with 

adaptations. Code 

is readily available 

at the author’s 

GitHub account. 

12)  

Ferrer et al., 2018 

[111] 

Frequentist landmarking 

and cause-specific 

SPJM. 

Not explicitly 

stated but 

assumed as in 

[110]. 

N=1,474; 

E=unknown. 

Longitudinal logged-PSA 

modelled similarly as to 

[110]. Adjusting for: dataset 

cohort, age, T-stage, 

Gleason and presenting-

PSA. 

Predicted recurrence and 

competing risk of death 

probabilities for two 

patients at their 

landmarks of 1.3 to 2.5 

years using a prediction 

window of 1½ and 3 

years, comparing 

predictions from the 

SPJM and landmark 

modelling.  

A simulation study is performed 

using the prostate patient 

cohorts to generate similar data. 

Evaluating robustness of JMs 

and landmark models, under 

different assumptions. JMs are 

generally more robust to 

deviations in assumptions than 

landmark models, other than a 

strong violation in the 

longitudinal PSA biomarker 

specification where the 

landmark model performs better.  

R: nlme, JM, 

survival, pseudo, 

and geepack 

packages. Code is 

readily available at 

the author’s GitHub 

account.  
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3.4 Shared-parameter joint models to predict recurrence in 

localised prostate cancer   
In this section, I focus on three relevant papers that investigated PSA dynamics to predict 

recurrence in localised prostate cancer using the SPJM framework: Taylor et al. [108], Sène et 

al. [109], and Pauler & Finkelstein [105]. All three articles develop models in localised prostate 

cancer patients treated with EBRT in the absence of neoadjuvant hormone therapy. Taylor 

focused on developing a model and creating a clinical prediction tool online; Sène explored 

the effect on initiating salvage treatments at different time points and its effect on the predicted 

dynamic probabilities of recurrence. Pauler & Finkelstein used a change-point model to 

capture any jump in PSA. 

3.4.1 Model specification 

In Taylor et al. [108], the functional form over time of the longitudinal PSA mixed model 

assumes three phases: baseline/presenting PSA (Β0), and the short-term (decrease, Β1), and 

long-term (increase, Β2) evolutions of PSA, 𝑌𝑖(𝑡) = log[PSAi(𝑡) + 0.1]  = Β0 + Β1𝑓1 + Β2𝑓2, with 

𝑓1 = {(1 + time)−
3

2 − 1} and 𝑓2 = time. For each of the three phases, 𝐵𝑘={0,1,2}, are matrices 

containing linear combinations of the fixed baseline covariates T-stage, Gleason grade and 

presenting pre-treatment PSA, along with subject-specific random effects parameters. A t-

distribution with five degrees-of-freedom for the error term is assumed. Time to prostate 

cancer clinical recurrence is measured from the end of radiotherapy. In the survival submodel, 

the functional form 𝑓(𝑴𝑖(𝑡), 𝒃𝑖, 𝜶) is a linear combination of the value of PSA concentration 

and its slope at time t, 𝑓(𝑴𝑖(𝑡) 𝒃𝑖, 𝜶) = 𝛼1PSA(𝑡) + 𝛼2
𝑑 PSA(𝑡)

𝑑𝑡
. Additionally, the survival 

submodel included a time-dependent indicator variable for when salvage hormonal treatment 

(ST) is initiated to account for the subsequent drop in hazard of clinical failure. PSA values 

after ST were excluded due to the sudden decrease in PSA trajectory and did not feature in 

the mixed-effect model; however, clinical recurrences after ST were considered. A piecewise 

constant function is assumed for the baseline hazard.  

Sène et al. [109] made similar modelling assumptions as Taylor et al. [108] for the functional 

forms in the mixed and survival submodels. The model adjusted for presenting PSA, Gleason 

score, T-stage, and total corrected dose of EBRT (in Gy), using the linear-quadratic model 

given in [112].  Initiation of ST was included as a time-dependent indicator variable to reflect 
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the potential decrease in risk of progression; five functional forms of ST were considered. 

Three different association structures of 𝑓 were fitted: a linear combination of PSA value and 

gradient (with and without a logistic transformation for PSA), and the random effect structure, 

which evaluated the individual deviations from the overall population’s PSA trajectories. A 

combination of those different parametrisations yielded 12 models with varied complexity.  

Pauler & Finkelstein [105] proposed a change-point parameterisation in the longitudinal 

model for PSA, by incorporating an unknown change-point indicator variable for whether 

change in PSA has occurred. If a shift is indicated, a likely change-point time-range is 

estimated with a uniform distribution for PSA. A narrower posterior change-point range with 

larger differences in the slopes before and after the change-point indicate prostate cancer 

recurrence is likely (before the formal clinical failure endpoint). Trivariate normal and uniform 

priors are used for four random effects, which included: intercept; change-point time 

(uniform); the slope before and after the change-point. For the survival submodel, a piecewise 

exponential hazard function was used. Baseline covariates included age, presenting PSA, and 

disease stage. For the joint model, non-informative priors were chosen.  

3.4.2 Estimation, prediction and validation 

In Taylor et al [108], estimation was undertaken under a Bayesian framework using C 

software. The joint model was developed on three pooled cohorts (totalling 𝑁 = 2,386 

patients) and tested externally using a separate fourth dataset (𝑁 = 846 patients). Dynamic 

predictions for an individual patient’s PSA trajectory and risk of recurrence for the next three 

years were shown: no formal validation measures were presented. The authors opted for 

simpler graphical inspections to study the model, owing to the complicated nature of the time-

dependent ST events within the validation cohort. An online prognostic calculator was 

developed, enabling individual dynamic predictions of disease recurrence given PSA 

trajectories for future patients (http://psacalc.sph.umich.edu0F0F

1).  

In Sène et al [109], estimation was undertaken under a frequentist framework, and R software 

used for model development, again using the same three cohorts as in Taylor et al [108]. 

Internal approximated leave-one-out cross-validation was used to assess six of the 12 models’ 

 
1 Last accessed in March 2023. 

http://psacalc.sph.umich.edu/
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predictability, using BS and EPOCE accuracy measures [101]. The two best fitting models were 

the logistic-transformed PSA value and slope that separated the effect of PSA before and after 

ST, whilst the model with the random effect association structure performed best when 

assumed that the patient would not start ST within three years. Exemplar individualised 

dynamic predictions used a prediction window of three years on an intermediate risk patient. 

Different scenarios when ST would be initiated were used to illustrate the impact of delays in 

ST initiation on risk of recurrence. External validation was not performed. 

One cannot make direct comparisons between the predictive performances of the two papers 

as they used different assessment methods (graphical approaches in Taylor, EPOCE & BS 

presented in Sène). In Sène et al., patients who did not receive hormone therapy nor ST within 

three years were mainly used in order to assess predictive performance. Sène noted that this 

may not be a representative situation for all patients, so they performed a sensitivity analysis 

using Taylor’s approach to widen the sample on hormone therapy-free patients at the 

landmark prediction time only, then with subsequent ST initiation within the three-year 

prediction window, as either a recurrence event or dependent censoring. The relative 

predictive performance was largely unchanged in both papers under this approach and 

therefore can be considered robust.  

In Pauler & Finkelstein [105], estimation was done in a Bayesian  framework, using C and S-

plus software. The joint model was developed on a cohort of 𝑁 = 676 patients. As the majority 

of patients do not exhibit clinical failure, the slope after the change-point was non-significantly 

negative, indicating PSA trajectories generally remain constant over the follow-up period. The 

regression coefficients from the relative risk component are not straightforward to interpret 

due to the number of pairwise and three-way interactions. The authors noted that coefficients 

are in the expected directions. Sensitivity analysis was done on three differing definitions of 

recurrence based on PSA rises. They showed that regardless of rule followed, there was little 

difference to their optimal joint model. The AIC rose when considering only a relative risk 

model using indicator covariates for each rule, this provided justification on using the joint 

change-point model, as the longitudinal PSAs substantively improve the goodness-of-fit. The 

posterior distributions of four individual patient change-points were shown. For two patients 

who do relapse, sharp change-points are given between 2-4 years, who then go on to recur at 
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six and four years of follow-up. For stable PSA patients, the change-point is imprecise with 

very wide uniform posteriors. Individualised predictions are performed on two hypothetical 

patients showing each’s posterior predictive distributions of time to relapse. Although 

discussed, the model was not validated.  

3.5 Latent class joint models to predict recurrence in localised 

prostate cancer 
In this section, I focus on relevant papers that investigated PSA dynamics using the JLCM 

framework. There are three papers of interest: by Proust-Lima & Taylor [84], Jacqmin-Gadda 

et al. [77] , and a third paper by Proust-Lima et al. [66], which is appraised separately in section 

3.5.1, as it compares the SPJM and JLCM.  

Proust-Lima & Taylor [84] modelled the functional longitudinal PSA similarly to Taylor et al. 

[108] (described in section 3.4). Baseline covariates T-stage, Gleason score, and pre-treatment 

PSA were included into both submodels. The survival submodel also includes an exogenous 

time-dependent indicator variable for initiation of ST, and a class-specific Weibull baseline 

hazard function.  

Model development was performed on a single cohort of patients (𝑁 = 1,268), and external 

validation was performed on two additional smaller cohorts (with 𝑁 = 503 and 𝑁 = 615 

patients respectively). Several JLCMs were fitted with ranging classes (2—6), with the five-

class model (5-JLCM) producing the lowest Bayesian Information Criterion (BIC); the optimal 

model included estimation of 75 parameters. Predicted PSA evolutions and survival curves 

for each of the five classes illustrate how PSA trajectories with long-term rise of PSA 

correspond to greater risk of failure.  Dynamic predictions were made within a prediction 

window of three years for two patients with contrasting baseline risk factors: a lower-risk 

patient who recurs and a higher-risk patient with no observed recurrence.  

Within each external validation cohort, measures of predictive accuracy (weighted absolute 

prediction errors, WAEP) for the five-class JLCM were computed and compared to a relative 

risk model with baseline information only, and a two-stage landmark model. The JLCM was 

shown to be the best fitting at various landmark times, and accounting for the longitudinal 

biomarker reduced both the EP and WAEP, particularly at earlier landmarks.  
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For Jacqmin-Gadda et al. [77], the score test methodology (introduced in section 2.3.2) is 

applied to develop a prognostic joint model for prostate cancer recurrence (with the same 

dataset used as in Taylor et al., [107]). They develop the JLCM similarly to  Proust-Lima et al., 

[63,84]. They show that the more flexible 4-class JLCM did not reject conditional 

independence, whereas the less powerful alternative Wald test for dependence failed to reject 

the null for a 3-class JLCM. 

3.5.1 Comparison between latent-class and shared-parameter joint 

models 

A direct comparison is made between the two types of joint models applied to prostate cancer 

by Proust-Lima and colleagues [66]. Three prognostic baseline factors were adjusted for, 

logged initial-PSA, T-stage, and Gleason score using the same Michigan hospital cohort 

dataset. The three-component parameterisation of PSA in the mixed-effect model was done in 

the same manner to Proust-Lima & Taylor, and Taylor et al. [84,108] for both joint models for 

direct comparison. The developed 4-JLCM adjusting for PSA value and slope was chosen from 

information criteria and conditional independence being met. The BIC favoured the 4-JLCM 

compared to the shared-parameter JM.  

For direct comparisons between the JLCM and SPJM, evaluation of dynamic predictions (for 

the entire follow-up) is made using the cross-validated EPOCE framework in the first six 

years. The 4-JLCM is superior to the SPJM in the first four years on internal validation, and 

slightly better in the first three years on external validation.  

3.6 Extensions to the shared-parameter joint model  
Here I present some further extensions to the joint model in the following subsections. In 

particular, I comment and review four papers with a cured fraction [73,86,106,107]; a 

competing risk joint model [111], where clinical recurrence is competing with a death 

unrelated to prostate cancer; and a multi-state joint model [110], whereby patients can go 

through a pathway of disease states throughout their follow-up.  

3.6.1 Joint-Cure models 

There can be a high proportion of patients who are recurrence-free after long follow-up, 

resulting in heavy censoring. This may compromise the predictions of a joint model given the 
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lack of events observed. It therefore may be appropriate to model these patients who appear 

to have prolonged event-free survival as ‘cured’, using a cure joint model. This is a natural 

extension to the SPJM is to incorporate a cure component to the time-to-event submodel, 

whereby patients are considered to be susceptible to experience the event under study (e.g. 

recurrence), or, on the contrary, to be cured after initial treatment, and thus never susceptible 

to recurrence. Allocation into the two groups is typically modelled using a logistic classifier 

submodel: 

Pr(𝐷 = 1| 𝑋𝑖) =
exp(𝜷𝑇𝑋𝑖)

1 + exp(𝜷𝑇𝑋𝑖)
, 

where 𝐷 = 1 refers to the susceptible group (observed only when the event of interest occurs), 

𝑋𝑖 is the fixed baseline design matrix with their corresponding vector of coefficients, 𝜷. 

Patients who have been allocated to the ‘cured’ group are coded 𝐷 = 0. 

There are four articles that consider a joint-cure model for the risk of clinical recurrence 

[73,86,106,107]. The four papers have a similar model specification: a nonlinear parametric 

exponential decay-growth (U-shaped) model is used to capture the log PSA trajectory 

𝑚𝑖(t, 𝐫𝑖) =𝑟𝑖1 exp(−𝑡𝑟𝑖2) + 𝑟𝑖3 exp(𝑡𝑟𝑖4), where 𝑟𝑖1,…,4 are the random effects to be estimated. 

Those that have been allocated to the cure group (from the logistic incidence submodel) have 

𝑟𝑖4|(𝐷 = 0) = 0, as this assumption reduces the PSA trajectory, 𝑚𝑖(𝑡, 𝒓𝑖), to an exponential 

decay cure SPJM. The conditional failure time model is given by ℎ(𝑡|𝐷𝑖, 𝑋𝑖 , 𝒓𝑖 , 𝜷, 𝜶, 𝑔(𝑚𝑖)) =

ℎ0(𝑡) exp( 𝜷
𝑇𝑋𝑖 + 𝜶𝑔(𝑚𝑖|𝐷 , 𝑡)), where 𝑔(𝑚𝑖) can be given by including the PSA trajectory 

function and its slope given in [86,107]. 

Baseline covariates included pre-treatment PSA, T-stage, and Gleason score. Additionally 

Taylor et al. [107] considered PSA value & slope as time-dependent covariates, age, EBRT total 

delivered dose (in Gy) and treatment duration as baseline covariates. Yu and colleagues [86] 

included an exogenous time-dependent variable to indicate start of salvage hormone therapy, 

similarly to [108], and used a generalised Weibull model for the baseline hazard function. Both 

frequentist and Bayesian approaches are directly compared by Yu et al. [73]. 

In Law et al. [106], the joint-cure model is compared to the standard cure model without 

longitudinal time-dependent information, and to the shared parameter joint model without 
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the cure component. They showed better predictions and discrimination, together with 

reducing biases from informative censoring. Yu et al. & Taylor et al. [86,107] compared the 

predictions of the model with updated information on the same patients who were initially 

used to develop the model, that is whereby more longitudinal PSAs and events on the same 

patients are gathered.  

The extended shared-parameter joint-cure model offers additional flexibility to model the 

inherent heterogeneity of patients who go on to have extended event-free survival. Yu et al. 

[86] directly compared joint models with and without a cure component. They showed a 

standard JM tends to overestimate the number of clinical events. They compared the two 

models using the conditional predictive ordinate and BIC, both favouring the additional cure 

submodel component, despite an extra 30 parameters needed to be estimated [86]. This 

however may over-parameterise the model without adequate event sizes [113]. Also, as the 

prostate cancer disease pathway is complicated, clinical input is recommended with regards 

to plausibility of the cure component and its definition.  

3.6.2 Competing risks joint models 

The event of interest may be precluded by the occurrence of a competing event, for instance, 

a non-cancer related death, before recurrence, being observed. It is well known that biases are 

elicited by censoring these competing event deaths [114,115]; joint models can be extended to 

consider the presence of a competing event.  

Ferrer et al. [111] presented individual dynamic predictions and validated the robustness of 

the estimators in the presence of competing risk of death (from a non-related cancer cause), 

within a frequentist framework. A cause-specific proportional hazards submodel was 

proposed for each competing event, and thus the relationship of the longitudinal biomarker 

with each competing event can be assessed. Individual dynamic predictions were estimated 

and compared to landmarking estimators. Two simulation studies were performed using 

simulated data that was alike to the applied prostate cancer dataset. Each approach validated 

the estimators, then compared and assessed their robustness to misspecification of the joint 

model. Both the AUC and mean-squared prediction error were employed to characterise the 

predictive accuracy. An extension of the AUC was adapted to the competing risk setting, 

proposed by Blanche et al. [88]. It was shown that in almost all cases, the joint models were 
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superior to the landmark models. The landmark models were only superior to the joint models 

when the longitudinal biomarker was heavily misspecified. Ferrer’s competing risk paper is 

the only study to present validation metrics, using simulated studies. Code is available at 

https://github.com/LoicFerrer/Individual-dynamic-predictions 1F1F

2.  

3.6.3 Multi-state joint models 

The evolution of localised prostate cancer over time can be characterised by the occurrence of 

different events of interest, such as biochemical failure, local recurrence, distant recurrence, 

and death. One way to jointly model all these events is via multi-state models, in which the 

occurrence of the events of interest define the transition between different disease states [116]. 

As longitudinal processes such as PSA trajectories can have an impact on several of these event 

transitions, multi-state models can be generalised to the joint modelling framework.  

Ferrer et al. [110] proposed modelling the longitudinal PSA process using a mixed-effect 

submodel, similarly to Proust-Lima and Taylor [84], Sène et al. [109], and Ferrer at al. [111]. 

They used a non-homogeneous Markov multi-state model for the intensity of the transitions 

between five states: 0) end of EBRT treatment, 1) local recurrence, 2) salvage hormone therapy, 

3) distant recurrence, and 4) death (absorbing state). Intermediate states could be skipped (e.g. 

ending EBRT0 → death4), and backward transitions were not allowed. Two properties were 

considered: 1) the Markov property whereby the future process is only dependent on the 

present state and not the preceding transitions / states; 2) the non-homogeneous property 

ensures the time since entering the study influences the evolution of the process.  

Each transition intensity was modelled assuming proportional hazards and incorporated the 

biomarker trajectory. For each transition from state 𝑖 to 𝑗, only patients visiting the state 𝑖 were 

included in the analysis. The baseline intensity function was modelled parametrically. The 

maximum likelihood framework was used to estimate the corresponding parameters.  

The multi-state joint model was fitted with the same two study datasets as in Ferrer et al. [111]. 

Four covariates (presenting PSA, Gleason score, T-stage, and study cohort) were adjusted for 

in the models. A linear combination of PSA value & slope were used.  

 
2 Last accessed March 2023 

https://github.com/LoicFerrer/Individual-dynamic-predictions
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Predictions were compared with the observed data. The observed values were averaged at 

each decile with corresponding predicted values computed, they show the observed values 

lay within the 95% CIs, with very similar predicted values. The predicted transition 

probabilities over time, in a given state to another other feasible state are presented, comparing 

similar parametric estimated probabilities to the observed. The only exception was between 

transitions 1→2 (from local recurrence to receiving hormone therapy) where the spike after 

EBRT was not adequately captured with the splines, it shows there is a very near-immediate 

initiation of hormone therapy after localised recurrence to control the disease. It is worth 

noting that PSA dynamics were only collected until the patient’s first clinical event and 

thereafter were extrapolated according to their posterior trajectories. 

Diagnostics of the joint multi-state model were evaluated visually. Residuals vs fitted values, 

observed and predicted PSA trajectories, and predicted vs non-parametric transition 

probabilities between states were presented. In general, they showed the model fits 

particularly well to the longitudinal, and multi-state submodels. The models themselves were 

not externally validated nor stated any predictive performance measures, only the estimation 

process via simulation studies. Although equations for obtaining individual dynamic 

predictions for patients were presented in the paper, these were not demonstrated with 

specific examples.  

The code to apply these multistate models to a simulated dataset and adapt for use is freely 

available at https://github.com/LoicFerrer/JMstateModel 2F2F

3 and could be used to derive patient 

predictions and be adapted for the reader’s need.  

3.7 Discussion 
Over the last two decades there has been a plethora of research on PSA concentration and its 

association to recurrence, or prolonged event-free survival (effectively cure).  In this chapter, 

twelve papers were reviewed and assessed, which report on joint models of longitudinal PSA 

trajectories and time-to-event endpoints that aim to describe how these trajectories impact and 

predict prostate cancer recurrence. I identified two broad frameworks (SPJMs & JLCMs) that 

were used in the identified papers. I reviewed and synthesised the methodologies of these two 

 
3 Last accessed in March 2023.  

https://github.com/LoicFerrer/JMstateModel
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different approaches, applied to similar dataset cohorts of prostate cancer patients receiving 

EBRT without hormone therapy, which allow the methodology to be compared.  

Due to the long-term nature of prostate cancer recurrence and progression, the datasets to 

develop the CDPJMs comprise patients treated in the 1980s.  As long-term follow-up is 

necessary, the historical nature of the datasets is unavoidable but the impact of changes in 

clinical practice should be considered when utilising CDPJMs for contemporary patients.  

There are limitations to this work, as this report was not initially intended to be a systematic 

review on all the available literature, but a synthesised summary of what I considered relevant 

articles of modelling both PSA longitudinally, and time-to-recurrence in localised prostate 

cancer, in preparation to apply these methods in my own application (Chapters 4, 5, & 6). For 

instance, I focused on specific key words within the title and abstract only, so there may have 

been missed reports if the use of these terms was not explicit in these fields. Further joint 

modelling papers not included here were due to, for instance, no dynamic predictions 

presented [117], a mix of non-radiotherapy treatments (e.g. radical prostatectomy); 

methodology development focused but repeated analysis referred to [100,118,119]; or 

exclusive use of simulated datasets [120]. It was noted that not all papers were expectedly 

populated by the search strategy [121].  In the localised prostate cancer setting, where PSA is 

used to monitor recurrence after radical treatment of disease, joint models have also been used 

in the context of prostate cancer screening [122–127] or advanced (metastatic) disease [61,128–

132], however, as PSA dynamics differ greatly from localised disease, these scenarios were not 

considered. Joint models could also be extended to accommodate multiple longitudinal 

biomarkers, such as PSA and testosterone, or the sequential findings on MRIs, in a joint 

multivariate model [69,133,134].  

Modern typical first-line treatment of localised prostate cancer includes hormone therapy 

before (neoadjuvant) and concurrently with EBRT [13,46], and PSA trajectories are known to 

be more homogeneous with combined treatment [108]. Furthermore, given recent advances in 

radiotherapy techniques and the use of moderate- and ultra-hypofractionation (fewer but 

larger doses of radiotherapy) [22,135], treatment exposures of radiotherapy are less than the 

average treatment durations presented in these papers. The tool in Taylor et al. [108], reviewed 

in section 3.4, was developed in the absence of neoadjuvant hormone therapy, therefore 
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predictions from these models have limited applicability within current treatment pathways. 

Further development of these models for patients receiving hormone therapy are needed.  

The papers reviewed provide a very good exposition and rationale to their model 

development and clinical usage. Regardless of the functional form used in the joint modelling 

framework, a fully parametric form was fitted for the mixed-effects model. There are possibly 

more appropriate and flexible forms that may exist, compared to the biphasic form for PSA 

trajectories they postulate throughout [63,66,77,84,108,109,111]. Many of the reviewed articles 

present an appraisal of their models, either by validation or contain a simulation study. 

External validation is seen as the gold standard, to ensure model suitability and 

generalisability in other patient populations and to assess overfitting [43]. However, when 

rigorous measures of predictive performance have not been reported in these papers, these 

would not be considered well validated by today’s standards, for example (not) using the 

TRIPOD framework [40].  

As with any specification of modelling, there are advantages and disadvantages to the joint 

modelling approach taken and several differences exist. For JLCMs, the maximum likelihood 

approach contains closed-form solutions and are computationally feasible to obtain. They are 

advantageous for the use of developing a predictive joint model for dynamic predictions, 

whilst not having to impose specific parametric assumptions for the biomarker’s functional 

form (e.g. current value, slope, area), unlike SPJMs [66]. Robustness to deviations of the 

imposed functional form have been rigorously assessed in Ferrer at al. [111]. In their paper, 

they demonstrated that no method (joint modelling nor landmarking) was particularly robust 

to misspecification in the longitudinal biomarker. However, when there was heavy 

misspecification, landmarking methods outperformed joint modelling.  

The SPJMs assume a homogenous population with a singular average PSA biomarker 

trajectory, whereas JLCMs account for further population heterogeneity through the latent 

classes. Both JLCMs and SPJMs account for the variability of the PSA biomarker through the 

random effects in the longitudinal submodel. The purpose of the random effects in the SPJM 

is two-fold, accounting for the correlation of the repeated measures in the mixed-effect model, 

and the association between the PSA biomarker and time-to-recurrence, whilst in the JLCM 

only the latent classes account for the association between the biomarker and event.  
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The disadvantages of the JLCMs approach include the possibility of having multiple local 

maxima for the maximum likelihood estimates, and several models are needed to be fitted in 

order to find the optimal number of latent classes (by comparing multiple information criteria) 

[67]. Some of these issues can be circumnavigated via parallelisation of the computation for 

more optimal resourcing, for example making use of parallel computing by using search grid 

methods for JLCMs as computations are independent (see the mpjlcmm function from R 

package lcmm); or implementing multiple MCMC chains performed in parallel using Bayesian 

SPJMs (jm function from R package JMbayes2) [103,136].  

Both Frequentist and Bayesian paradigms were used for the SPJMs, whereas for the JLCMs 

only frequentist methods were reviewed. In their direct comparison of JLCMs and SPJMs [66], 

the authors showed that the JLCMs had less assumptions and performed better. However 

when adjusting for the same patient cohort dataset, baseline covariates, prediction times, and 

biphasic components for the longitudinal PSA component, the prognostic accuracy measures 

for EPOCE in Sène et al. [109] using SPJMs appear superior than those obtained with the JLCM 

in Proust-Lima et al. [66].   

All models reviewed in this paper can produce dynamic predictions for prostate cancer 

prognosis. The JLCMs do not assume a specific association structure nor quantify those 

associations (like the SPJMs do); they describe the trajectories in a heterogeneous population. 

If the main goal is to quantify the associations assuming a homogenous population, then 

SPJMs are recommended. There is not one overarching or standout framework to always use 

by default. The choice of model may be primarily driven by the research question and personal 

choice. If the purpose is solely for prediction, then combining several frameworks for dynamic 

predictions using some weighted model averaging methodology could be applied [137]. 

Indeed, one type of framework may outperform another at certain time intervals and then 

vice-versa at different time windows. Each model has its own advantages, depending on the 

end goal of the reader. It is hard to compare each model’s framework with another in terms of 

superior predictive performance as not all these papers present these metrics.  

This review focused on radiotherapy, however there are other treatments for prostate cancer 

including (neoadjuvant) hormone therapy, prostatectomy and combinations therein, though 

optimal timing of these combinational therapies appears unclear [138,139]; Sène addressed 
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optimal initiation of ST [109]. There have been recent advances in using sophisticated machine 

learning/artificial intelligence (ML/AI) techniques on imaging data to predict whether patients 

require biopsies, or to predict clinical failure or death under these alternative treatment 

pathways. Some recent articles include development of artificial neural networks, support 

vector machines, and random forests for predicting diagnoses [140,141], optimal timing of 

biopsies [142] , and clinical failure [143] or death [144]. However, it is not apparent that the 

longitudinal nature of time-varying markers like PSA have been considered, nor produce 

dynamic predictions. A review of these AI and ML methods is given in Tătaru [145]. Some 

authors refer to joint modelling itself is an AI approach [146]. Other studies have suggested 

combining the boosting approaches of machine learning to joint models, to create a unified 

framework using mechanistic data-driven approaches [147]. ML/AI techniques are not a 

panacea and need to be correctly developed and incorporate all available information, be 

rigorously validated, and to have clinical utility [148–151]. Reporting guidance, based on 

TRIPOD & PROBAST statements, have been developed for AI & ML (TRIPOD-AI/ML & 

PROBAST-AI/ML) [152–155]. A further discussion on the future of AI & ML techniques and 

examples can be found in Chapter 7.  

The aim of this literature review chapter and publication [41] was to inform the modelling 

procedure in the subsequent results chapters using data from the CHHiP trial. The reviewed 

articles are informative of the joint modelling framework, i.e., a frequentist or Bayesian 

approach (which was compared at length by Yu et al. [73]); the parameterisation of each of the 

submodels for the joint model, using either a shared-parameter or latent class joint model. The 

Bayesian shared-parameter joint model will be used throughout this thesis due to a relatively 

homogenous patient population and inclusion criteria of CHHiP. Additionally, this 

framework allows one to calculate the strength of association of the structure via the 𝜶 log-

hazard ratios. 

Pertaining to the Bayesian / frequentist approaches, there was little difference in the parameter 

estimates between the expectation–maximisation likelihood and MCMC approaches for the 

joint-cure model in [73]. This was confirmed in the data in a preliminary sensitivity analysis, 

where I fitted a joint model with both approaches and no large differences in the estimated 

parameters were found [156].  
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In a Bayesian framework, instead of estimating an unknown fixed parameter (as is in a 

frequentist approach) the parameters are treated as random variables where its distribution is 

explored (using MCMC), and probabilistic statements about these unknown parameters can 

be made on its posterior distribution, i.e., 95% credible intervals is interpreted as a 95% 

probability of including the true parameter. Confidence intervals do not have this 

interpretation, that is, over many runs 95% of the computed confidence intervals will contain 

the true parameter (i.e., in this framework the true parameter either lies within the interval or 

not, as probabilities cannot be assigned directly to the parameters themselves). Posterior 

distributions can be directly used to calculate the probability of differing hypotheses, say an 

increase of survival of x-months/years, or superiority of a treatment over another. When 

performing inference, this interpretation is possibly more intuitive to one’s own probabilistic 

rationale, rather than under null hypothesis significance testing, where the probability is 

obtaining the data is as least as extreme as the one observed by chance (p-values) under the 

null (assuming equal treatments) [157]. 

Having the posterior distributions and the corresponding random effects available is 

advantageous as draws from these existing distributions can be sampled from, to elicit 

dynamic predictions for say a new patient whose random effects are unknown. This process 

of updating predictions given new data underpins the basis of Bayesian statistics and follows 

more naturally under this framework. With the utility of Bayesian MCMC approaches, it is 

also not necessary to use asymptotic approximations, are typically computationally not so 

burdensome and can overcome convergence, unlike in a maximum likelihood framework.  

In my preliminary analyses, I used non-informative priors on all parameters, but there is 

flexibility to incorporate informative priors if so required (e.g. clinical expertise or by previous 

experience or study results). Given that the preliminary results were largely similar to the 

frequentists approach with non-informative priors, I did not feel the need to pursue prior 

elicitation and, for the advantages outlined above, in the remainder of this thesis I will opt to 

use a Bayesian approach with non-informative priors.  

For the shared-parameter joint model, it is vital to apply the correct, or appropriate, structure 

of the functional form relating the longitudinal trajectory’s impact on the risk of recurrence. 

The parameterisation of the mixed-effects submodel was done in differing ways, (e.g. the 
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parametric form of capturing the longitudinal PSA using an exponential decay-growth model, 

biphasic, or using cubic splines). The latter is advantageous due to capturing the observed 

patient-specific nonlinear PSA trajectories, which can vary between-patients, without having 

to impose specific parametric forms over time; these are proposed in [158]. Its flexibility can 

be controlled by increasing the number of internal knots hence capture further nonlinear 

evolutions of the biomarker. The optimal number of knots can generally be attained by 

information criterion [159]. Using natural cubic splines to model the PSA trajectory is the 

approach that will be taken for the remainder of this thesis, because of its flexibility and 

expected differing PSA trajectory due to neoadjuvant and concurrent hormone therapy, as 

well as radiotherapy.  
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4 Chapter 4 – Development of a Personalised 

Clinical Dynamic Predictive Joint Model to 

Characterise Prognosis for Patients with 

Localised Prostate Cancer Patients: Analysis of 

the CHHiP Phase III Trial 
 

4.1 Publications and presentations related to this chapter 
A Personalised Clinical Dynamic Prediction Model to Characterise Prognosis for Patients 

with Localised Prostate Cancer: analysis of the CHHiP Phase III Trial.  

Harry Parr, Nuria Porta, Alison C Tree, David Dearnaley, Emma Hall, International Journal of 

Radiation Oncology - Biology - Physics (2023),  https://doi.org/10.1016/j.ijrobp.2023.02.022 

4.2 Introduction 
This chapter will focus on the development of a shared-parameter clinical dynamic prediction 

joint model using data from CHHiP (Conventional or Hypofractionated High dose intensity 

modulated radiotherapy in localised Prostate cancer), a phase III randomised control trial.  

Radical treatment with neoadjuvant hormone therapy and IMRT is less invasive and generally 

better tolerated in terms of long-term quality of life than radical prostatectomy [160–162]. 

Following the publication of three randomised controlled trials, including CHHiP, showed 

that moderately hypofractionated radiotherapy was non-inferior to conventional (2 

Gray/fraction) radiotherapy, hypofractionation is now used as a standard of care in Europe 

and North America [12–14,163,164].  

Investigation of pre-treatment prognostic factors of the risk of clinically confirmed 

biochemical failure have been previously explored in CHHiP [13]. In this work, in addition to 

(baseline) pre-treatment information, I propose the use of joint modelling methodology 

[41,55,84,102], as explored in Chapter 2. I incorporate PSA values collected over time (the 

longitudinal process) to obtain updated predictions of the risk of clinically confirmed 

https://doi.org/10.1016/j.ijrobp.2023.02.022
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biochemical or clinical failure (the time-to-event process), as new information becomes 

available. This could lead to a more personalised approach to follow-up care and 

management. For instance, if a patient remains recurrence-free for a prolonged period, and 

the PSA trajectories would classify the patient as having a low recurrence risk, then a possible 

recommendation could be to reduce the patient’s follow-up schedule, resulting in less burden 

for both patients and clinics. Conversely, if the patient’s risk increases, it may enable the 

clinician to initiate more intensive follow-up, scans, and/or direct alternative therapies as 

appropriate [32].  

The objective of this chapter is to develop a clinical dynamic predictive joint model utilising 

longitudinally collected PSAs to then predict the risk of future recurrence in the CHHiP trial. 

I present dynamic predictions of the developed model on prognosis for two patients 

contrasting in their baseline prognostic factors, then evaluate the predictions and performance 

with internal validation by bootstrapping to correct for biases within apparent validation. I 

then propose PSA thresholds that are indicative of good prognosis, or minimal < 5% risk of 

recurrence.  

4.3 Methods & Materials  

4.3.1 Study design & procedure 

CHHiP is an international, multicentre, randomised, phase III, non-inferiority trial. Men with 

localised prostate cancer (T1b-T3aN0M0) and risk of seminal vesical involvement ≤30% were 

randomised (1:1:1) to receive conventional radiotherapy 74Gy in 37 fractions (f) over 7.4 

weeks, or one of two hypofractionated radiotherapy schedules: 60Gy/20f in four weeks or 

57Gy/19f over 3.8 weeks. The protocol mandated hormone therapy in men with NCCN 

intermediate and high-risk disease, for at least 3 months (maximum 6 months) before start of 

radiotherapy and continued until the end of radiotherapy; this was optional for low-risk 

patients. Bicalutamide monotherapy or LHRHa plus possible short-term anti-androgen were 

permitted according to patient and physician’s choice. PSA values were recorded pre-

hormone therapy and pre-radiotherapy; 12 weeks after initiating hormone therapy; then at 

weeks 10, 18, and 26 after start of radiation therapy; and then at intervals of 6 months after 

end of radiotherapy for 5 years; then annually thereafter. The trial was registered 

https://www.sciencedirect.com/topics/medicine-and-dentistry/monotherapy
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(ISRCTN97182923), approved by the London Multicentre Research Ethics Committee 

(04/MRE02/10) and by the institutional research board of each participating international site. 

This study was conducted in accordance with principles of good clinical practice; full details 

of the trial design have been described previously [13]. 

4.3.2 Outcomes  

Prostate cancer recurrence was defined as the composite of biochemical or clinical failure, or 

death due to prostate cancer. Biochemical failure was defined using the Phoenix definition of 

a PSA value > the nadir + 2ng/mL and confirmed by the local investigator [13,18]. Clinical 

failure included: recommencement of hormone therapy, local recurrence, lymph node or 

pelvic recurrence, and distant metastases. Time-to-recurrence was calculated as the time 

between the patient’s closest pre-treatment PSA before hormone therapy (time origin 𝑡 = 0),  

and the first primary endpoint event. The median time between the closest pre-treatment PSA 

and randomisation was 15 weeks. Patients who were alive and recurrence-free or died due to 

causes unrelated to prostate cancer were censored at their last known follow-up date, with 

administrative censoring of longitudinal follow-up taking place at 10 years after time origin.  

For the present study, only patients who received hormone therapy and had complete baseline 

prognostic information, including age; hormone therapy type received; Gleason score (GS); 

and T-stage; as well as at least one post-treatment PSA longitudinal value, were included in 

the model. Complete-case analysis was undertaken for the baseline prognostic factors. I based 

analyses on a data snapshot taken on October 9, 2019.  

4.3.3 Specification of the joint model 

A Bayesian shared-parameter joint modelling framework was used to develop the CDPJM. I 

specify a mixed-effects submodel to model PSA trajectories over time, and a Cox hazard 

submodel to model the time-to-recurrence endpoint. The shared parameters link the two 

models together, allowing us to quantify how a specific PSA trajectory is associated with risk 

of prostate cancer recurrence. Model development has been conducted in line with TRIPOD 

guidance [40]; the TRIPOD checklist can be found in Appendix A, Supplementary Table A1. 

  



 Chapter 4 – Development of a Personalised 

Clinical Dynamic Predictive Joint Model to Characterise Prognosis for Patients with Localised 

Prostate Cancer Patients: Analysis of the CHHiP Phase III Trial 

   

 
77 

4.3.3.1 Mixed-effects submodel 

Let 𝑦𝑖𝑗 = Yi(tij); i = 1,… , N;  j = 1,… , n𝑖} be the 𝑖th patient with the 𝑗th longitudinal log-

transformed PSA measurement at time tij, where 𝑁 are the number of patients and 𝑛𝑖 are the 

total number of longitudinal measurements per patient respectively. This process is assumed 

to follow a mixed-effects submodel, which captures the correlation structure of the repeated 

measurements, the biological variability, and the unbalanced PSA panel data between 

patients. It is typically defined by a linear predictor with a mix of time-dependent and 

independent main and random effects. The design matrix for the main effects is 𝑋𝑖 with 

corresponding parameter estimates 𝜷. The design matrix for the random effects is 𝑍𝑖, with a 

corresponding vector of parameter estimate covariates 𝒃𝑖 which capture the random intercept 

and slopes (𝒃𝑖𝑘𝒛𝑖𝑘
𝑇 (𝑡)).  

𝑦𝑖(𝑡) = log(PSA𝑖(t) + 0.1 ng/mL) 

𝑌𝑖(𝑡) =  log(PSA𝑖(t) + 0.1 ng/mL) 

           = 𝑚𝑖(𝑡) + 𝝐𝑖(𝑡) 

= 𝜷𝑋𝑖(𝑡) + 𝒃𝑖𝑍𝑖(𝑡) + 𝝐𝑖(𝑡) 

= 𝛽0 + 𝑏0𝑖 +∑(𝜷𝑘𝑩𝑘(𝑡, 𝐾) + 𝒃𝑖𝑘𝒛𝑖𝑘
𝑇 (𝑡)) + ∑ 𝜷𝑘𝒙𝑖

𝑇

𝐾+9

𝑘=𝐾+1

+ 𝝐𝑖(𝑡)

𝐾

𝑘=1

.  

PSA is log-transformed to conform to the distributional assumptions, with a small offset term 

added (to avoid the logging of any zeros in the data). The trajectory function is denoted 𝑚𝑖(𝑡), 

i.e., the true but unobserved PSA value for the 𝑖th patient at time 𝑡. Values are contaminated 

with some measurement error, which are time-dependent and are assumed to follow 

𝝐𝑖(𝑡) ~ 𝑁(0, 𝜎
2).   

The nonlinear PSA trajectory over time is captured using natural (restricted) cubic splines 

𝑩𝑘(𝑡PSA, 𝐾) with 𝐾 − 1 number of internal knots. Implementing these splines is advantageous 

as they allow nonlinear PSAs to be flexibly modelled, without imposing specific parametric 

assumptions, such as the exponential-decay-growth, or biphasic parameterisations [63,107]. 

Natural cubic splines are local polynomials, which split the follow-up period into a finite 

number of intervals, and these knots are placed at various follow-up times, with 

corresponding 𝐾 𝜷𝑘∈{1,…,𝐾} coefficients.  The number of knots was selected via information 
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criteria, and the mean squared error (MSE) estimator MSE =
1

𝑛
∑ (𝑌actua𝑙𝑖 − 𝑌̂predicte𝑑𝑖)

2𝑛
𝑖=1  using 

K-fold cross validation, over a range of internal knots to assess the bias–variance trade-off, 

whilst adjusting for baseline covariates. These metrics were compared to select the optimum 

number of internal knots, subject to the upper boundary at 10 years.  

The remaining nine coefficients (𝛽𝐾+1, … , 𝛽𝐾+9) correspond to the baseline prognostic factors 

and covariates (like treatment), included in the model as fixed effects: fractionation arm 

(reference: 74Gy/37f; 57Gy/19f, 60Gy/20f); Gleason score (reference: ≤ 6; 3 + 4, 4 + 3, ≥ 8); T-

stage (reference: T1; T2, T3); hormone therapy received (reference: LHRHa; or bicalutamide), 

and continuous mean-centred age.  

The random effects, 𝒃𝑖 are included to capture the individual variability of each patient’s 

presenting PSA (random intercept) and deviation over time (random slopes). Deviations of 

PSA from the predicted trajectory are captured through these random effects. The random 

effects are assumed to have a multivariate normal distribution with zero mean vector and  

𝑞 = 𝐾 + 1, 𝑞 × 𝑞 variance-covariance matrix 𝐷 (i.e., 𝒃𝑖 ∼ MVN(𝟎, 𝐷)). A diagonal covariance 

structure is opted for in 𝐷 to aid computation for higher dimensional spline structure in the 

mixed-effect submodel, diag(𝐷) = {𝑏0, … , 𝑏𝐾+1}. 

4.3.3.2 Cox submodel  

In the Cox hazard submodel, it is assumed that the risk of recurrence depends on the trajectory 

of the longitudinal PSA biomarker. Thus, the trajectory parameterised via the mixed-effect 

submodel, considering the entire longitudinal history up to a time point 𝑡 for each patient, is 

imputed into the Cox parameterisation as a linear predictor, with a specified association 

structure where the features of the longitudinal PSA biomarker outcome are included:  

ℎ𝑖(𝑡 | 𝑀𝑖(𝑡),  𝒘𝑖) =  lim
Δ𝑡→0

Pr{𝑡 ≤ 𝑇𝑖
∗ < 𝑡 + Δ𝑡 |𝑇𝑖

∗ ≥ 𝑡,𝑀𝑖(𝑡), 𝒘𝑖}

Δ𝑡
 

=  ℎ0(𝑡) exp{𝜸
𝑇𝒘𝑖 + 𝑓(𝑀𝑖(𝑡), 𝜶, 𝒃𝑖)},      𝑡 > 0. 

The time-to-event process thus depends on 𝑀𝑖(𝑡) = {𝑚𝑖(𝑠),  0 ≤ 𝑠 ≤ 𝑡}, the true but unobserved 

longitudinal trajectory up to time point 𝑡. The functional form 𝑓(𝑀𝑖(𝑡), 𝜶, 𝒃𝑖) can be 

parameterised by a range of parametric structures, to assess and quantify the association 

between the longitudinal biomarker and the risk of recurrence. Typical association structures 
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feature the PSA value or the PSA rate-of-change/gradient, the accumulated area under the 

PSA biomarker trajectory, or a linear combination therein - see section 3.4.1 for description of 

these. For example, the underlying value and rate-of-change association structure of the PSA 

trajectory (at time 𝑡) could be associated with the hazard of recurrence at that same point in 

time. I considered these various association structures and chose the final structure using 

deviance information criterion and computational feasibility, whilst also considering intuitive 

interpretation. I consider a simultaneous linear combination of the value, and gradient of PSA, 

𝑓(𝑀𝑖(𝑡),  𝜶, 𝒃𝑖) = 𝛼1𝑚𝑖(𝑡) + 𝛼2
𝑑𝑚𝑖(𝑡)

𝑑𝑡 
. The inclusion of instantaneous gradient/rate-of-change, 

as well as PSA concentration, allows comparisons of PSA trajectories between like-for-like 

patients with similar PSAs at time 𝑡, but with differing velocities of PSA. The quantification of 

the association between the two outcomes is given by 𝜶, a log-hazard ratio where a unit 

increase in the log PSA and its gradient corresponds to an increased risk of recurrence by 

Hazard Ratio = exp𝜶. 

A vector of baseline risk prognostic factors is 𝒘𝑖  with a vector of corresponding log-hazard 

ratios 𝜸. The same baseline covariates as in the mixed-effect model were considered. The 

baseline hazard is defined to have a fully specified joint distribution. A function for ℎ0(𝑡) is 

typically defined parametrically using flexible penalised basis-splines ℎ0(𝑡) =

 exp{𝜓ℎ0,0 +  ∑ 𝜓ℎ0, 𝑞𝐵𝑞(𝑡, 𝒗)
𝑄
𝑞=1 }, where 𝑄 = 10, i.e., a linear combination of B-splines 𝐵q(𝑡,𝒗) 

with 𝑞th basis function and a vector of spline coefficients 𝜓.  

4.3.4 Estimation 
The CDPJM was developed in R software (v4.1.0) using the JMbayes2 package (v0.1-64–0.2-3) 

[136]. The individual submodels were fitted using maximum likelihood estimation with the 

survival (v3.2-11) and nlme (v3.1-152) R packages [165,166]. The fully specified joint model is 

then estimated in a Bayesian paradigm implementing MCMC algorithm sampling. The final 

selected association structure parameterisation was obtained by running 27,500 MCMC 

iterations with a burn-in of 2,500, using default Bayesian priors and control arguments. To 

ensure convergence, four simultaneous iterative independent chains were used, and the 

potential scale reduction factor (𝑅̂ statistic) was calculated [74]. This statistic evaluates the ratio 

of the average variance of samples of each chain, to the pooled variance samples; when the 
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chains have converged to a common distribution, 𝑅̂ is at unity. It is recommended that all 

covariates have 𝑅̂ < 1.1 after adequate samples taken, with differing initial values of the 

chains. Computation was performed on a high-performance computer running CentOS 8 

Linux distribution and Windows 10 Intel Core i9-8950HK CPU. 

4.3.5 Dynamic predictions  

For each individual patient, their longitudinal PSA biomarker values up to the landmark time 

point 𝑡 are considered, when it is assumed that they are recurrence-free. The goal is to make 

predictions about their prognosis, within some clinically relevant prediction window in the 

future [𝑡, 𝑢];  𝑢 > 𝑡, say two-, five-, or ten years from present landmark time 𝑡. The joint model 

estimates the probability of recurrence within time 𝑢, given the information available up to 

time 𝑡.  

The probabilistic statement of their conditional cumulative probabilities of recurrence is 

𝜋𝑙(𝑢 | 𝑡) for up to the horizon time 𝑢 is defined by,  

𝜋𝑙(𝑢 | 𝑡) = Pr(𝑇𝑙
∗ ≤ 𝑢 | 𝑇𝑙

∗ > 𝑡; 𝑦𝑙(𝑡𝑙𝑗) , D𝑛, 𝜽) 

where D𝑛 = {𝑇𝑖, 𝛿𝑖 , 𝒚𝑖, 𝒘𝑖; 𝑖 = 1,… , 𝑛}, i.e., the sample of data from where the model was 

estimated, and 𝜽 denoting the fitted joint model parameters. As more values of PSA are 

acquired, the landmark time 𝑡𝑗 becomes greater, i.e., 𝑡1 < 𝑡2 < ⋯ < 𝑡𝑗−1 < 𝑡𝑗. The posterior 

probability of recurrence can be dynamically updated given new landmarks, or values of 𝑡, and 

the corresponding PSA value at that more recent time point 𝑡’ are used to obtain the updated 

conditional posterior probabilities 𝜋𝑙(𝑢|𝑡
′) [55]. 

4.3.6 Assessing predictive performance and risk thresholds 

Predictive performance of the joint model was evaluated at varying landmark times, by 

assessing its discrimination via time-dependent AUC, and its calibration via the ICI metrics 

[85,91]. The ICI is the absolute mean difference between the predicted and observed event 

probabilities. Overall prognostic performance was measured by estimating prediction error 

(PE) with the Brier score, which is the expectation of the squared difference between the 

predicted and observed event probabilities, i.e., an overall measure of prognostic performance 

comprised of both calibration and discrimination [84,94]. Higher AUC metrics indicate 
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superior discrimination; as the ICI and Brier are both loss functions, smaller measures indicate 

closer predicted and observed agreement and better model calibration. Internal validation of 

the proposed CDPJM was pursued by internal bootstrapping (50 repetitions) to account for 

any over-optimism and misspecification, and to correct biases accordingly. I then compared 

the CDPJM predictions at future landmark times, with the predictions obtained when no 

longitudinal PSA biomarker information is available (i.e., at 𝑡 = 0), to assess the improvement 

that longitudinal PSAs make. 

As well as personalised predictions, it is often useful for clinicians to have threshold values of 

PSA which give acceptable risk profiles following radiotherapy and short-course hormone 

therapy. Linear regression is used to quantify the association of PSA values from zero 

(baseline) to five years to correlate to the predicted risk of recurrence by eight years. 

4.4 Results  

4.4.1 Dataset for model building 

The CHHiP trial randomised 3216 participants, of which data from 3071 (95%) individuals 

were used to develop the statistical CDPJM. There were 104 participants who were excluded 

who did not receive hormone therapy (𝑛 = 90) or had missing hormone therapy allocation 

(𝑛 = 14); an additional 5 were removed who received maximal androgen blockade; 3 with at 

least one baseline prognostic factor missing; 9 with no baseline pre-treatment PSA available, 

and 24 with missing PSA values beyond baseline over time (non-mutually exclusive). Table 

4-1 presents the baseline characteristics of the included patients. The median follow-up of this 

subset was 8.6 years (IQR=6.3–10.1), with median 9.4 years (IQR=8.3–10.4) for censored 

patients and 5.5 years (IQR=3.9–7.4) for patients with a recurrence event. The median number 

of PSA values per patient was 16 (IQR=13—18); censored: 17 (IQR=16–18), recurrence: 14 years 

(IQR=11–16). 

Of the 3071 patients, 607 (20%) had recurrence, a composite endpoint of biochemical (𝑛 = 541, 

18%), clinical failure (𝑛 = 65, 2%), or prostate cancer death (𝑛 = 1). There were an additional 

148 patients who exhibited PSA values that met the biochemical failure threshold but were 

not confirmed by a clinician nor subsequent PSA observation. A further 355 (12%) patients 

died due to causes unrelated to prostate cancer. These patients were censored at the time of 
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last follow-up for the primary analysis. This outcome was not considered a competing risk as 

the estimated cumulative incidence function accounting for competing risks and without (1 

minus Kaplan-Meier estimate) yielded almost overlapping curves (e.g. the maximum 

difference was found at 10 years, between 0.216 and 0.23, respectively) [167]. Further 

consideration of these competing events is focused on in Chapter 6. 

Table 4-1 baseline characteristics of CHHiP patients (N=3071) considered in model development, stratified by 

outcome. LHRHa – Luteinizing-Hormone-Releasing-Hormone analogue + possible anti-androgen; 1 n (%); Median 
(IQR).  

Baseline Factors Overall,  

N = 3071  

Censored, 

N=2464 

Recurrence,  

N=607 

Allocated fractionation 

group  

   

74Gy/37f 1017 (33%) 816 (33%) 201 (33%) 

57Gy/19f 1025 (33%) 794 (32%) 231 (38%) 

60Gy/20f 1029 (34%) 854 (35%) 175 (29%) 

Gleason score    

≤ 𝟔 1022 (33%) 882 (36%) 140 (23%) 

𝟑 + 𝟒 1354 (44%) 1098 (45%) 256 (42%) 

𝟒 + 𝟑 598 (19%) 421 (17%) 177 (29%) 

≥ 𝟖 97 (3%) 63 (3%) 34 (6%) 

Clinical T-stage 
 

  

T1 1088 (35%) 931 (38%) 157 (26%) 

T2 1713 (56%) 1344 (55%) 369 (61%) 

T3 270 (9%) 189 (8%) 81 (13%) 

Hormone Therapy 
 

  

LHRHa 2668 (87%) 2141 (87%) 527 (87%) 

150mg bicalutamide 403 (13%) 323 (13%) 80 (13%) 

Age (years) 69.1 (64.5–73.2) 69.3 (64.6–73.3) 68.7 (64.2–73.0) 

Baseline/presenting 

PSA (ng/mL) 

10.3 (7.3–14.6) 10.0 (7.1–14.0) 11.6 (8.5–16.0) 

4.4.2 Modelling of PSA trajectories 

In Figure 4-1(a), PSA levels and boxplot distributions are presented, aggregated by years since 

starting treatment and outcome, with patients still at risk in the table below. There is much 

more variability and an increase in PSA values for those patients who recur at any time, 

compared to those that are alive and free from recurrence at their last follow-up. Presenting 

PSA values (𝑡 = 0) are higher for patients who recur. Apparent separation between the 

distributions of PSA is evident from year three and onwards. Figure 4-1(b) shows the 

smoothed reverse-year PSA trajectories (i.e., the PSA course in the years before a recurrence 
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or end of follow-up) of those that are recurrence-free and those patients who develop 

recurrence, stratified by fractionation arm, in the preceding two years before their last PSA for 

each outcome. Patients who develop a recurrence have higher presenting PSA levels, and do 

not achieve the same PSA reduction after treatment as patients who do not recur.  In the final 

two-years before patients who developed recurrence, PSA increases at an exponential rate, 

compared with recurrence-free / censored patients whose PSA remains at a very low plateau. 

Those patients that receive the conventional fractionated dose appear to have slightly lower 

PSA between two-to-one years before recurrence, compared to the hypofractionated arms.  

 

Figure 4-1 top (a): aggregated PSAs and boxplots by year and outcome since starting treatment, some non-
recurrent PSA flares are observed. Patient numbers still at risk are presented below the plot. Bottom (b):  smoothed 
reverse-year PSA trajectory plot, stratified by fractionation arm, lowess smoothers shown with the solid lines 
indicating recurrence and dashed lines indicating no recurrence. In the nonrecurring patients, a few PSAs >5 ng/mL 
are recorded; these PSAs were considered bounces/flares and therefore did not achieve the protocol's definition 
of clinically confirmed biochemical failure. 

Knot selection for the mixed-effect submodel was performed to find the optimal number of 

knots that balanced between fitting the nonlinearity of PSA flexibly, whilst assessing the 

variance-bias trade-off. A range of internal knots were assessed, from one to four (𝐾 =

{2, 3, 4, 5}). Likelihood-ratio testing, along with the AIC & BIC information criteria were 

obtained, and 5-fold cross validation for each number of internal knots was performed to 
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check whether there was a reduction in the MSE and that the model was not overfitting with 

an increasing number of knots in the testing data [159]. These results are shown in Table 4-2. 

The model with 4 internal knots were chosen; more knots were not considered due to 

computation demand and previous work has shown more knots is rarely required in practice 

[168]. Breakpoints were placed at fixed vigintiles, 20th% 0.75yrs; 40th% 1.9yrs; 60th% 3.51yrs; 

80th% 5.36yrs.   

Table 4-2 knot selection procedure fitted with maximum likelihood mixed-effect models for each internal knot for 
the natural cubic splines in the fixed and random effects, whilst adjusting for baseline covariates (treatment 
received, T-stage, Gleason, age). The LRT & p-value is comparing to the row above it. df=degrees of freedom, 
AIC=Akaike’s information criterion, BIC=Bayesian information criterion, MSE=mean squared error, CV=cross 
validation, LRT=likelihood-ratio test. 

Internal 

knot 
df AIC BIC 

MSE (5-

fold CV) 

log-

likelihood 
LRT p-value 

0 (linear) 14 125411 125533 1.04 -62691 NA NA 

1 16 120901 121041 0.97 -60435 4513 <0.0001 

2 18 109429 109587 0.84 -54697 11476 <0.0001 

3 20 94256 94430 0.70 -47108 15178 <0.0001 

4 22 82796 82988 0.63 -41376 11464 <0.0001 
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Figure 4-2 the predicted effect plots of PSA, stratified by outcome (solid – recurrence, dashed – censored) and 

each baseline subgroup over time. The top-left panel depicts the overall average PSA trajectories for each outcome. 

The natural cubic spline smoother is depicted.  

Figure 4-2 shows the mixed-effect joint model predictions and how each baseline factor 

impacts on the PSA trajectory, by outcome. Initial high levels of PSA at diagnosis, which drop 

for both groups during treatment, are seen. When treatment stops, PSA recovery/bounce is 

seen at 1-2 years after start of treatment, the slight bump around 2 years is likely due to the 

effects of testosterone recovery. For those that go on to remain event-free, a slight decrease of 

PSA is seen and then a stable plateau.  

For fractionation schedule, there is generally little difference between the PSA trajectories for 

each schedule in the first year, and then PSA slightly deviates post-two years with 

systematically lower predicted PSA values in the 60Gy/20f arm for those with no recurrence, 

but highest predicted PSA values for those that have cancer recurrence. Visually there does 

not appear to be much predicted difference in the GS and T-stage for the lower risk factors, 

but GS≥8 and T3 subgroups appear to exhibit lower PSA trajectories. Patients who received 
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LHRHa appear to have lower predicted PSA values than those receiving bicalutamide; noting 

that allocation to hormone therapy was not randomised, with most patients (87%) receiving 

LHRHa. The biggest effect on PSA trajectories is age at diagnosis, with younger patients (ages 

40-49, 𝑛 = 6) exhibiting higher post-treatment PSAs; for those who do not relapse, a stable 

PSA after 4 years is seen across all age groups. The fixed and random parameter estimates for 

the final mixed-effects joint submodel are presented in Tables 4-3 & 4-4, respectively.  

Table 4-3 fixed effect model parameters from the joint mixed-effect submodel. HT = hormone therapy. 

𝜷𝒋 Covariate Mean SD 2.5% 97.5% p-value 𝑹̂ 

0 Intercept 1.93 0.05 1.83 2.03 <0.001 1.000 

1 Spline: [0, 0.75] yrs -1.92 0.05 -2.02 -1.81 <0.001 1.000 

2 Spline: [0.75, 1.90] yrs -2.64 0.05 -2.74 -2.54 <0.001 1.000 

3 Spline: [1.90, 3.51] yrs -0.79 0.05 -0.88 -0.69 <0.001 1.001 

4 Spline: [3.51, 5.36] yrs -5.45 0.11 -5.67 -5.24 <0.001 1.000 

5 Spline: [5.36, 10] yrs -0.44 0.05 -0.54 -0.34 <0.001 1.000 

6 Arm: 57Gy/19f 0.01 0.03 -0.04 0.06 0.690 1.000 

7 Arm: 60Gy/20f -0.02 0.03 -0.07 0.03 0.450 1.001 

8 Gleason: 3+4 -0.10 0.02 -0.15 -0.05 <0.001 1.001 

9 Gleason: 4+3 -0.08 0.03 -0.14 -0.02 0.007 1.000 

10 Gleason: ≥ 8  -0.30 0.06 -0.43 -0.18 <0.001 1.000 

11 T-stage: T2 0.04 0.02 -0.01 0.08 0.103 1.001 

12 T-stage: T3 0.02 0.04 -0.06 0.10 0.674 1.000 

13 HT: 150mg bicalutamide 0.20 0.03 0.14 0.27 <0.001 1.000 

14 (Age-69) yrs -0.01 0.00 -0.01 0.00 <0.001 1.000 

 𝝈 0.46 0.00 0.45 0.46  1.004 

 

Table 4-4 the estimated symmetric variance-covariance matrix, D, of the random effect from the fitted joint model. 
The diagonal elements in bold indicate the standard deviations of the random effects.  

Random Effects 𝒃𝟎 𝒃𝟏 𝒃𝟐 𝒃𝟑 𝒃𝟒 𝒃𝟓 

𝒃𝟎 0.46      

𝒃𝟏 -0.52 0.91     

𝒃𝟐 -0.31 0.76 0.74    

𝒃𝟑 -0.22 0.46 0.68 0.94   

𝒃𝟒 -0.25 0.52 0.77 0.53 1.37  

𝒃𝟓 -0.13 0.23 0.51 0.90 0.47 0.98 
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4.4.3 Joint modelling time-to-recurrence 

The best-fitting association structure 𝑓(𝑀𝑖(𝑡), 𝜶, 𝒃𝑖) using the above longitudinal 

parameterisation (with four internal knots) was investigated. The PSA value and then a linear 

combination of PSA value its gradient was fitted to assess the goodness-of-fit. Incorporating 

the slope of PSA improved the information criteria (DIC: Value = 82893 vs Value + Slope = 

82877; wAIC: Value=83610 vs Value + Slope = 83367; LPML: Value = -41835 vs Value + Slope = 

-41698) despite the additional complexity of incorporating the derivative of PSA in fitting the 

model; the association structure 𝑓(𝑀𝑖(𝑡),  𝜶, 𝒃𝑖) = 𝛼1𝑚𝑖(𝑡) + 𝛼2
𝑑𝑚𝑖(𝑡)

𝑑𝑡 
 is used hereafter.  

Table 4-5 comparing CHHiP hazard ratios from the standard Cox submodel and joint model. Age was median-

centred (minusing 69 from all ages), * indicates 95% Bayesian credible intervals and 𝑅̂ from the joint model. 

Covariate N HRCox [95% CIs] HRJM [95% CIs*] 𝑹̂JM 

Fractionation arm 

74Gy/37f 
1017 Reference level 

57Gy/19f 1025 1.14 [0.95,1.38] 0.99 [0.65, 1.50] 1.001 

60Gy/20f 1029 0.87 [0.71, 1.07] 1.01 [0.71, 1.44] 1.006 

Gleason score 

≤ 6 
1022 Reference level 

3 + 4 1354 1.36 [1.11, 1.68] 1.81 [1.33, 2.49] 1.001 

4 + 3 598 2.26 [1.81, 2.83] 2.76 [1.95, 3.95] 1.003 

≥ 8 97 2.62 [1.80, 3.82] 2.49 [1.27, 4.96] 1.002 

Tumour Stage 

T1 
1088 Reference level 

T2 1713 1.54 [1.27, 1.86] 1.47 [1.10, 1.97] 1.002 

T3 270 2.15 [1.64, 2.81] 2.41 [1.52, 3.76] 1.004 

Hormone therapy 

LHRHa 
2688 Reference level 

150mg bicalutamide 403 0.97 [0.76, 1.23] 0.70 [0.48, 1.00] 1.003 

Age (median-centred) 3071 0.99 [0.98, 1.01] 1.05 [1.03, 1.08] 1.001 

 

Table 4-5 presents the hazard ratios of the baseline covariates and compares the HRs with the 

standard baseline Cox model to the joint model. Conditioning on the PSA trajectory, 

fractionation schedule did not show a statistically significant difference in the treatment effect 

from the conventional arm (all p-vals>0.95), in line with the primary analysis [13]. Worsening 

of GS & T-stage, and older age at diagnosis, were associated with increased risk of recurrence 
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(all p-vals<0.01). Patients who received bicalutamide appeared to have lower risk of 

recurrence, although this was not statistically significant (p-val=0.053), in line with previous 

results [17].  All chains aligned in agreement from 𝑅̂ being very close to unity.  

Table 4-6 measuring the strength of association parameters between the two outcomes, log-hazard ratio (𝜶) per 

unit increase in log(PSA) and its slope, with 95% credible intervals (CIs). 

Association structure log-HR 95% CIs 𝑹̂JM 

𝜶𝟏 𝐥𝐨𝐠PSA(𝒕) 𝛼1 = 4.52 [4.07, 4.99] 1.007 

𝜶𝟐
𝒅 𝐥𝐨𝐠PSA(𝒕)

𝒅𝒕
 𝛼2 = 2.08 [1.74, 2.43] 1.008 

 

Figure 4-3 traceplots of the four 𝜶 log-hazard ratio parameter chains, for the value and slope association structure 

for PSA. 

The log-hazard ratios 𝜶 and 𝑅̂ diagnostics with their corresponding MCMC traceplots of 

convergence are presented in Table 4-6 & Figure 4-3, respectively. For the association with the 

mixed-effect model, the log-hazard ratio parameter estimates for both the PSA value and PSA 

gradient are 4.52 (95% CI=4.07—4.99), and 2.08 (95% CI=1.74—2.43), respectively, indicating 

that both absolute PSA value and its gradient at a given time as parameterised in the mixed-

effects model are highly predictive of recurrence. The traceplots are akin to a ‘hairy caterpillar’ 

indicating alignment and no apparent divergence.  
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4.4.4 Dynamic predictions 

I demonstrate how the model updates prognosis over time on two selected patients who 

received the same treatment (57Gy/19f radiotherapy schedule, LHRHa hormone therapy) and 

PSA follow-up schedule, similar age at diagnosis and contrasting NCCN risk groups at 

presentation (patient A: GS = 8, T3, presenting PSA = 5.3ng/mL, vs patient B: GS = 6, T1, 

presenting PSA = 9ng/mL), and outcome. Dynamic predictions for these two patients are 

presented in Figure 4-4 over five panels (V—Z) for different prediction landmark times (𝑡 =

0, 1, 3.5, 4.5, 5 years), to predict risk ten years after initiating treatment. On each panel, the left 

side of each figure depicts PSA (in blue, observed PSA values in dots, whilst the line depicts 

estimated predicted PSA) and the right side shows the point estimate of the cumulative risk 

of recurrence up to a ten-year horizon from the landmark time (in green the curve for A who 

does not experience recurrence, the red for B who does). The shaded areas show the 95% 

credible intervals of the estimated predictions for each outcome. 

At baseline (at 𝑡 = 0 years, Figure 4-4 V), patient A has poorer baseline prognostic factors and 

worse ten-year prognosis (~45% recurrence risk) than patient B (~30% recurrence risk), despite 

having a lower presenting PSA. For both patients, using only presenting PSA gives very wide 

credible risk intervals for the predictions beyond two years. A year since starting treatment 

(Figure 4-4 W), both patients exhibit a similar drop in PSA with patient prognosis slightly 

improving for B. In Figure 4-4 X (landmark 𝑡 = 3.5), A’s PSA remains low whilst B’s PSA level 

starts to increase beyond the plateau. In Figure 4-4 Y (landmark 𝑡 = 4.5), A’s PSA continues 

to remain low and stable, with their risk substantially dropping, whilst B’s PSA continues to 

increase thereby further increasing his risk of recurrence. In Figure 4-4 Z after 5 years follow-

up, A’s PSA continues to be very stable around 0.1 ng/mL, thus his updated prognosis is very 

good, with reduced credible intervals for his predictions, compared to B’s, whose post-

treatment PSA presents more variability and increases over time. The risk of recurring by 10 

years for A is very small (~5%) compared to B’s risk of recurrence (>60%), with jumps in 

estimated risk at each previous landmark after a year. This is driven by the accrued PSA levels 

before 5 years, approaching biochemical failure. Patient A was recurrence-free by 9 years 

follow-up, whilst B had a recurrence by 5½ years. 
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4V 

 

4W 
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4X 

 

4Y 
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4Z 

 

Figure 4-4 dynamic predictions of two patients: A & B, over five panels (V—Z). Patients A & B are ages 63 and 64 

respectively and both received the same treatments, with contrasting prognostic factors. The left-hand side of each 

plot shows their modelled PSA values over time and the right-hand side shows their cumulative risk of recurrence 

at particular landmarks by ten years after initiating treatment. The 95% credible intervals are shown (shaded). 

4.4.5 Assessing predictive performance 

The CDPJM’s calibration and discrimination for predictions of risk to recurrence by 8 years is 

assessed. Presented in Table 4-7, the 50-times repeated bootstrapped optimism-corrected 

metrics (mean for each time point) for the CDPJM to predict recurrence at landmark times 

from years zero (𝑡 = 0, baseline) to seven (𝑡 = 7), with a fixed horizon prediction of eight years. 

Discrimination improves as more longitudinal PSA information becomes available after three 

years’ worth and AUC was maximised after five years of follow-up (AUC=0.84, 95% 

bootstrapped confidence interval (bCI) = 0.81—0.87). Similarly, calibration and the Brier score 

improves considerably after four years. The overall corrected AUC is 0.70, (95% bCI = 0.51—

0.86); ICI=0.05, (95% bCI = 0.014—0.089); Brier=0.10, (95% bCI = 0.025—0.164). The apparent 

(non-resampled) validation metrics where 𝜋𝑖(𝑢 = 8|𝑡) (a fixed horizon of eight years), and 

fixed prediction windows (varying horizons) of 𝜋𝑖(𝑡 + 2|𝑡) & 𝜋𝑖(𝑡 + 5|𝑡) can be found in 

Appendix A (chapter 4), Supplementary Table A2. 
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Table 4-7 optimism-corrected model metrics from landmark times t=0—7 predicting at a horizon time of 8 years. 

Discrimination – AUC (area under the curve); calibration – ICI (integrated calibration index); overall predictive 

performance – (Brier score). Mean, [95% bootstrapped CIs] refers to the bootstrapped replications of the posterior 

means. The ICI & Brier are loss functions (where lower is better), with higher AUC measures indicating better 

discrimination. Ns are patients remaining at risk at the development landmark. 

  Optimism-corrected metrics 

Landmark tyears 

for prediction 

interval [t, 8] 

N still at risk AUC ICI Brier 

𝒕 = 𝟎 (baseline) 3071 0.525  

[0.500—0.553] 

0.056 

[0.043—0.068] 

0.16 

[0.154—0.166] 

𝒕 = 𝟏 3039 0.58 

[0.556—0.6] 

0.06 

[0.045—0.072] 

0.153 

[0.147—0.16] 

𝒕 = 𝟐 2947 0.612 

[0.583—0.644] 

0.083 

[0.069—0.098] 

0.153 

[0.145—0.16] 

𝒕 = 𝟑 2823 0.651 

[0.632—0.677] 

0.061 

[0.049—0.069] 

0.123 

[0.113—0.132] 

𝒕 = 𝟒 2705 0.748 

[0.728—0.767] 

0.045 

[0.036—0.052] 

0.097 

[0.089—0.106] 

𝒕 = 𝟓 2528 0.797 

[0.767—0.821] 

0.038 

[0.031—0.048] 

0.068 

[0.062—0.075] 

𝒕 = 𝟔 2357 0.838 

[0.807—0.868] 

0.024 

[0.019—0.029] 

0.047 

[0.039—0.054] 

𝒕 = 𝟕 2176 0.806 

[0.756—0.873] 

0.016 

[0.013—0.019] 

0.027 

[0.022—0.033] 

 

4.4.6 PSA risk thresholds 

In Figure 4-5, I perform linear regression analysis between the predicted risk of recurrence by 

eight years from the joint model, given the accrued longitudinal biomarker information up to 

landmark time 𝑡 (𝑡 = 0, 1,… ,5 years), and the latest PSA value available prior to the landmark 

time. At all landmarks there is a strong positive correlation between latest PSA value and 

predicted risk of recurrence by eight years. As the latest PSA value nearest to landmark time 

increases, predicted prognosis worsens with an increased recurrence probability. The 

recurrence risk threshold is minimised at the origin for each landmark time 𝑡. This gives an 

approximate level of an ‘acceptable’ average PSA threshold on a continuous scale.  

For instance, at the start of treatment (landmark 𝑡 = 0 years) in Figure 4-5 (top-left), for a 

minimal PSA, the lowest predicted risk is 13% (y-intercept) and a relatively small R² value as 

there is some heterogeneity here at baseline time origin with wider 95% prediction interval 

(PI) bands (8-year recurrence risk PI 0% to 29% at the intercept). As follow-up continues (1 ≤
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𝑡 ≤ 2 years), PSA drops to the nadir (the lowest recorded PSA) which is near-zero. The 

intercept implies a minimal PSA predicts a recurrence risk of 11% and 7% at landmark time 

one and two years respectively. At landmark times 3, 4, and 5 years, the regression intercepts 

are negative (a nil PSA implying an infeasible negative risk), though their magnitudes are very 

small; PSA levels less than 0.23, 0.34, and 0.41ng/mL respectively are indicative of having a 

small (< 5%) risk of recurrence by 8 years.  

 

Figure 4-5 scatter plots of PSA predicting prognosis/recurrence risk at 8 years (horizon), each panel represents 

landmarks 0 – 5 years. Each grey dot indicates a patient’s PSA (nearest to that landmark time) and risk at each 

landmark time. PSAs ≤ 3ng/mL are considered after t=1. The blue line indicates regression fit with the 

corresponding equation and R² labelled in each panel, with 95% confidence intervals. The wider grey bands indicate 

95% prediction intervals. At the intercept (or less) indicates the predicted recurrence risk for a nil PSA; for the 

regression lines at t=3,4,5, each PSA threshold is labelled that predicts a <5% risk. 
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4.5 Discussion & conclusions  
In this chapter, I have developed a dynamically updated clinical prediction joint model for the 

risk of prostate cancer recurrence in patients treated with both hormone therapy and IMRT in 

the CHHiP trial. It was shown that incorporating longitudinal PSA values collected over time 

into the model, in addition to baseline prognostic factors and treatment schedules, aids and 

improves prediction of individual patient prognosis. I explored and quantified the effect of 

hypofractionation (3Gy/f) compared to conventional fractions (2Gy/f) on patients’ 

longitudinal PSA trajectories and on recurrence. There was no statistical evidence of a 

difference between either of the hypofractionation schedules, compared to the conventional 

fractionation arm, in terms of the PSA trajectories or reducing recurrence risk as expected due 

to the non-inferiority hypothesis of CHHiP’s study design.    

PSA levels typically started to rise exponentially approximately 1½-2 years before formal 

confirmed biochemical failure. The association of PSA values and its rate-of-change were both 

highly significant and predictive of recurrence. The rationale to include PSA gradient is that 

there may be non-recurring patients who have a higher post-radiotherapy PSA value but 

continues to be stable (non-increasing over time), compared with a patient who may have a 

lower PSA post-radiotherapy that continues to increase post-treatment. With the entire PSA 

trajectory captured and supplied to the CDPJM, PSA to nadir is directly modelled and has 

previously been shown to be an important predictor of event-free survival [169]. Similarly, 

inference in changes of the minimum (nadir) PSA between patients can be made. The nadir 

often occurred by two years from the commencement of treatment, with PSA value and 

gradient at nadir both being close to zero (e.g. take two similar patients where their only 

clinical difference is a PSA nadir of nil and 0.1ng/mL after a year of starting treatment). The 

predicted recurrence risk by eight years of the patient with a higher nadir is 4.85%, over 

doubled from the risk of the patient with a lower nadir, 2.06%. However, in absolute values, 

this is still a small increase, and the patient with a higher nadir would still be considered to 

have a good prognosis. A nadir of 0.2ng/mL at a year after commencing treatment would 

increase their eight-year recurrence risk to 14%.  
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I also attempted to quantify the relationship between PSA values at particular landmarks from 

starting treatment and subsequent recurrence. This is not straightforward as it is difficult to 

define precise or best cut-offs for PSA, which need clinical (and patient) value judgements. For 

example, some implausible predicted risk values from the regression parameter estimates (the 

intercept) between landmark times 3—5 years after treatment was seen. One way to remedy 

this is to force the intercept to be zero, alternatively more careful consideration and 

sophisticated methods could be applied here (e.g. beta-regression or zero-inflated models).  

However, linear regression was used to give an indication of upper PSA bounds to predict a 

recurrence risk of < 5% by 8 years at various landmarks in a simple ‘rule-of-thumb’ without 

overcomplicating the interpretation. It is worth noting that the extracted risk predictions are 

obtained from the joint model. It is not only the PSA value by the landmark time, which is 

considered, it is also its rate-of-change and its history modelled by the mixed-effects 

submodel. Using only the most recent PSA value predictor at the landmark time is a simplified 

approach, as the raw concentration is a proxy to each patient’s PSA trajectory by the landmark 

time point. Additionally for personalised predictions it is difficult to give one-size-fits-all cut-

offs, and a balance must be made to the weighting and importance of false-positives and false-

negative predictions. The data suggest that PSA levels ≤0.23, 0.34, and 0.41ng/mL at 3, 4, and 

5 years respectively give a reasonable indication of having a <5% risk of recurrence by eight 

years. For those same landmark times and risk threshold, 27%, 40%, and 51% proportion of 

patients have this PSA threshold (or less).  

Similarly, the logging of the PSAs was performed to help the model conform to distributional 

assumptions. Depending on the PSA assay used, there may have been some censoring in the 

PSA response where PSAs were read as zero, but not truly zero and in fact below the lower 

limit of quantification. In this thesis, a simple mitigation for these zeros was to artificially add 

a small offset term (0.1ng/mL) to all PSAs so that the logarithm could be calculated 

straightforwardly. Other possible methods could have been used such as only offsetting the 

33 zeros in the data, using the reciprocal of the maximum PSA value, or more sophisticated 

methods such as imputing those censored values from the truncated part of the appropriate 

lognormal distribution [170]. 
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It is encouraging that these thresholds are consistent with previous findings in mono-EBRT 

[171,172]. Yock et al similarly state that a 5-year PSA ≤0.5ng/mL has very good prognosis (97% 

progression-free rates by 8 years) [172]. These studies have some differences with this work, 

they are over 20 years old, lower radiation doses were delivered, with no hormone therapy, 

and they used PSA categories at a fixed time at 5 years using a simplified Kaplan-Meier 

landmarking approach [171,172]. This may explain the slightly lower threshold that was 

found; the continuous method for ascertaining these thresholds is more flexible, without 

arbitrarily categorised PSAs. 

Conversely a PSA of 1ng/mL at 5 years gives a predicted risk of recurrence of 20% (95% PI = 

6%–33%). The reason that prediction intervals were reported, rather than the smaller 

confidence interval, is to have a prediction range for new patients entering this treatment 

pathway. There is reasonable heterogeneity in Figure 4-5 scatter plots at the earlier landmark 

times (indicated by the lower R² values), with most patients within the 95% PI bands. It is 

worth noting the individualised predictions directly from the joint model will give bespoke 

credible intervals.  This chapter supports the importance of presenting, nadir, and post-

treatment recovery levels of PSA. Findings from this CDPJM suggest that patients with a PSA 

⪅ 0.23ng/mL and stable (low or nil gradient) PSA by five years are very unlikely to exhibit 

any future recurrence / clinical failure, by 𝑡 = 8 years. This is consistent with findings in the 

context of prognosis after brachytherapy [173]. 

I chose to validate up to a fixed horizon time of eight years, given that the median time at the 

date of data snapshot (Oct 2019) was 8.6 years, despite being able to extend this as seen in the 

dynamic predictions. A fixed horizon approach was chosen to exemplify how predictions 

improve as more PSA information is collected. The model also allows predictions at fixed 

prediction windows, such as two and five years from fixed landmark times (e.g. given a 

recurrence-free patient’s data up to three years, what is the predicted risk of recurrence in the 

next two or five years). These apparent (non-resampled) metrics are presented in Appendix A 

(chapter 4) Supplementary Table A2. There is relatively little difference in the validation 

between the two methods (apparent vs bootstrapped-corrected) AUC and Brier scores, with 
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some notable differences in the earlier landmarks. There are slightly bigger differences in the 

first two years for the ICI metrics.  

Diagnostics of the joint model were performed (Appendix A (chapter 4), Supplementary Figure 

A1). The longitudinal component conforms to the assumptions, though there were some 

departures observed in the tails of the quantile-quantile plot, suggesting t-distributed 

residuals could be appropriate. The random effects themselves conform to normally 

distributed residuals. The Cox submodel proportional hazards assumption for baseline 

covariates were checked and found not to be violated; a joint model including time-varying 

𝛼1(𝑡) showed some departures of proportional hazards for the time-varying PSA process, 

which become reasonably constant after the nadir. Previous work has shown the joint model 

is highly robust to departures in the proportional hazards assumption [111].  

A limitation of the study is the inherent association of the longitudinal process and the 

outcome, as biochemical recurrence, confirmed by a clinician, was included in the definition 

of the outcome. This is because the primary endpoint in CHHiP captured failure-free survival, 

which is time free of any event that would trigger further treatment for the patient (or prostate 

cancer death). For this reason, for patients whose biochemical failure triggered treatment, it 

was not always possible to confirm clinical radiological progression. 

Furthermore, I acknowledge the relative complexity of the joint model, namely in the mixed-

effect submodel. The parameterisation of the longitudinal mixed-effects model is complicated 

with four internal cubic spline knots over time to capture the exhibited nonlinear PSA, with 

15 main effect parameters needing to be estimated, with a total of 71 fixed parameter estimates. 

The complexity of the model is seemingly warranted, however. Further investigation of 

pairwise interactions of the baseline variables with time was performed (not presented). Most 

notably the differences between age and hormone therapy received groups were seen, 

however with an additional 45 parameters to be estimated, and as most curves were 

reasonably parallel, this was considered adding unnecessary complexity and did not improve 

the goodness-of-fit.  



 Chapter 4 – Development of a Personalised 

Clinical Dynamic Predictive Joint Model to Characterise Prognosis for Patients with Localised 

Prostate Cancer Patients: Analysis of the CHHiP Phase III Trial 

   

 
99 

Differing parametrisations could have been considered, such as a parametric form however 

the PSA trajectories exhibited here are vastly different from those undergoing radiotherapy 

monotherapy-only treatments in Chapter 3 – Literature Review that would not be translatable 

such as the biphasic parameterisation. Another parametrisation could have been the change-

point model, where change-point knots could have been constructed at locations of interest, 

e.g. at the end of treatment phase, nadir, post-nadir recovery. In the context of CHHiP these 

treatment phases are known, however they may not be known (or missing) in other studies 

(RT01) or observational studies.   

In addition, I performed a post-hoc calculation of the minimum sample size required for the 

time-to-event outcome as indicated by Riley & colleagues, to ensure there is an adequate 

sample size for the development of the prediction model [174,175].  I calculated the minimum 

sample size based on the Cox submodel only. Given the required adjusted Cox-Snell R², 

number of parameters, rate (number of events per person-year of follow-up), horizon time 

point of 8 years, and the mean follow-up time, it was found to be well within the allotted 

number of patients and events available (required: N=2828 & events=559 vs available: N=3071 

& events=607) (full details and calculations can be found in Appendix A (chapter 4)). The Cox 

submodel (used in the joint model) used itself in calculating the 𝑅𝐶𝑆apparent
2  and resulting 

𝑅𝐶𝑆adjusted
2 . Future work could quantify the improved efficiency of joint modelling, given it uses 

both the time-to-event & longitudinal process [33], compared to baseline-only sample size 

calculations of the Cox proportional hazards model.  

When conditioning on baseline covariates and PSA trajectory, it appeared that receiving 

bicalutamide magnified a reduced risk of recurrence, compared to LHRHa (not randomised) 

when using the regular Cox model. However these patients were younger and selected to have 

bicalutamide to reduce impact of side effects, as well as having a lower proportion of positive 

core biopsies and hence better prognosis [17]. Conversely, PSAs for these patients remained 

higher than for LHRHa patients (Figure 4-2). Surprisingly, it was seen in patients with worse 

prognostic factors (Gleason ≥8 & T3) had the lowest PSA trajectories, however there were 

relatively few patients in these subgroups (𝑛 = 97 and 𝑛 = 270 respectively).  
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I assumed the PSA value & gradient association structure, linking PSA trajectories and its 

impact on the time-to-event process, but further association parameterisations could be 

considered, such as incorporating the cumulative area under the PSA biomarker over time, 

random-effects structure, and time-varying 𝜶 extensions [176]; further combinations and 

interactions between prognostic factors could additionally be considered therein. Clearly this 

can lead to questioning other association structures. Two approaches can be considered to 

overcome this, including penalising the parameter estimates using Bayesian shrinkage priors 

to automate variable selection [177]. This adds a further degree of complexity and I chose an 

intuitive approach, similar to previous studies [107,108,111]. Alternatively, the use of joint 

latent class models could be explored: this other joint modelling framework does not rely on 

explicit assumptions on the association structure linking the two submodels [41,84].  

Dynamic prediction models that incorporate longitudinal PSA levels to predict risk of 

recurrence in prostate cancer have been previously explored as discussed in Chapter 3. A full 

review of these relevant studies can be found by this author with similar dynamic prediction 

windows and expected predictions to this chapter [41]. However as stated, these previous 

studies use PSA dynamics after standard EBRT has ceased and without neoadjuvant or 

concurrent hormone therapy; therefore, in their setting the PSA dynamics are different, with 

lower PSA values at 𝑡 = 0,  slower PSA decrease to nadir, and elongation of its trajectory, 

compared to the PSA dynamics observed from pre-hormone treatment PSA values captured 

here. As recruitment of these previous studies recruited patients from the 1980s, there have 

been significant advances in treatment, with 5- and 10-year survival rates doubling (in the UK) 

since then [178]. Additionally, the majority of CHHiP patients received neoadjuvant and 

concurrent hormone therapy, with hypofractionated radiotherapy regime, therefore this 

model and analysis is applicable to the current global standard of care.  

I compared the prognostic performance of the CDPJM to other published articles. Arguably 

most similar to this work is Taylor et al who propose a joint model using real-time evaluation 

of predicting recurrence of prostate cancer [108]. The longitudinal PSA biomarker was 

modelled using a biphasic exponentially decreasing-increasing parametric function. Some of 

their parameter estimates were remarkably similar to this work, namely in the log-hazard 
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ratios to the PSA level, T-stage and Gleason. Their prediction time focuses on a window of no 

more than three years ahead, whereas I presented a fixed horizon prediction time of eight 

years (see Appendix A (chapter 4)A, Supplementary Table A2). Their exhibited PSA trajectory 

is an elongated tick shape, typical of radiotherapy-only treatment. Direct model comparison 

cannot be made due to their differing validation appraisal methods, and lack of androgen 

deprivation therapy. There is likely not much difference in predictability between mono-

radiotherapy and dual-therapy at earlier landmarks. However, the nadir may occur later for 

monotherapy patients, which could slightly decrease the predictability compared to dual-

therapy at the nadir. In Proust-Lima et al [66], integrated Brier scores are used that are not 

directly comparable to my measures, in Proust-Lima et al [84] prediction errors are 

comparable to the ICIs presented in this chapter.   

As follow-up continues, and there are an ageing population of patients in CHHiP, deaths from 

causes unrelated to prostate cancer may represent a competing risk for the outcome of interest 

but were found not to be a huge issue in this snapshot, therefore these deaths were treated as 

censored in this model. Extensions exist for joint models accounting for competing risks, but 

extracting dynamic predictions and assessing their predictive performance is not trivial 

[88,179]. This extension is explored in Chapter 6. Other extensions to this model could include 

an additional multivariate longitudinal process (e.g. with both PSA and testosterone), which 

is known to be prognostic in later disease stages [180], or novel biomarkers of early detection 

of recurrence, such as circulating-tumour DNA fraction [181]; or additional histopathological 

prognostic factors, such as Ki67 [182]. All these, however, were not routinely collected in this 

trial.  

In the dynamic prediction example, it was seen that patient B in Figure 4-4 had poor prognosis 

evident from their increasing PSA from 3½ years, despite their relatively good baseline 

prognostic factors. Although having worse baseline prognostic factors, PSA trajectory 

indicated patient A’s prognosis was good, and continued to be so after 4 years of follow-up; 

the model could be further extended to recommend and reduce follow-up frequency and 

burden. For instance, amongst the patients who were recurrence-free and alive at 5 years, the 

median time to failure for patients who recurred after 5 years was 7 years. In this cohort, the 
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median predicted cumulative incidence of recurrence is 4% by year 6, 12% by year 7, 20% by 

year 8, 27% by year 9 and 34% by year 10. Amongst patients who do fail by 7 years [𝑡 = 5, 𝑢 =

7] (𝑛 = 136), their median cumulative risk of failure is 30%; compared to a median of 2% risk 

of failure for equivalent patients who are censored by 7 years (𝑛 = 423). This demonstrates 

the predictive difference of the two outcomes and the two-year lead-time capabilities of the 

model, suggested by the reverse-time plot (Figure 4-1(b)).  

Development of a clinical calculator would allow the clinician to visualise each patient’s 

personalised risk of recurrence over time; if the risk surpasses an unacceptable threshold, 

further investigation could be considered, and personalised follow-up schedules could be 

designed [32,134]. To achieve this, in the subsequent chapter (5) the CDPJM undergoes robust 

external validation so its clinical utility and generalisability can be assessed in differing patient 

populations, where alternative treatment modalities and similar PSA dynamics are expected. 

For instance, I suggest for future work to explore the applicability of the proposed CDPJM 

with stereotactic radiotherapy or using longer hormone therapy schedules [46,135]. It may be 

that, with differing treatments and disease stage, alternative model development and/or 

recalibration of the baseline hazard is required. Additional work might also include decision 

analysis to quantify net benefit at various thresholds, versus a ‘do-all-or-nothing’ approach 

for every patient [183].  

To conclude, I quantified the impact of an increase in PSA value and rate-of-change on 

prostate cancer recurrence, adjusting for baseline prognostic factors and treatments in the 

CHHiP trial. The model will be applicable to future patients who undergo neoadjuvant and 

concurrent short-course hormone therapy with either conventional or hypofractionated IMRT. 

As expected, PSA trajectory is indicative of predicting recurrence, as previous studies have 

shown. I also assessed the performance of the prediction model, which showed good 

calibration and discrimination, optimal after 4-5 years’ worth of accrued longitudinal PSA 

biomarker information to predict recurrence by 8 years. I demonstrated the practical aspect of 

these models in performing dynamic predictions from the relevant patient population, which 

can help to guide patient care and allocate limited resource more effectively. Additionally, I 

proposed clinical thresholds at various landmarks, with simple continuous calculations to 
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determine alternative PSA thresholds given the recurrence risk clinicians (and their patients) 

might be willing to accept, which is easily applicable in clinical practice.  
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Chapter 5 – External Validation of the Clinical 

Dynamic Predictive Joint Model for Recurrence 

in Localised and Locally Advanced Prostate 

Cancer 

5.1 Introduction 
The aim of this chapter is to externally validate the CDPJM developed with CHHiP data in 

Chapter 4 to appraise the model and its suitability applied in other healthcare settings using 

data from two randomised clinical trials (RCT): RT01 [47] and RADAR [46].  

In this chapter, I wish to assess the joint model’s generalisability in other ‘unseen’ populations, 

as assessing model performance on the development sample (i.e., internal validation) often 

shows over-optimistic results as the data is used twice, to develop and to validate, regardless 

of when corrections like cross-validation or bootstrapping have been applied. Moreover, there 

is not usually enough heterogeneity to infer how the model will perform in the wider 

population. Crucially, the process of external validation can provide valuable insights into the 

model’s strengths and weaknesses; for instance, to ascertain if the model performs well in 

certain subgroups, or after an allotted duration of follow-up; or conversely, to ascertain the 

biases elicited in the modelling process, or by differing study protocols. If issues are identified, 

then steps can be taken to improve the performance of the CDPJM and ensure it is robust and 

reliable.  

Broadly, the RADAR & RT01 trials have similar inclusion criteria and treatment modality to 

CHHiP. Patients with either localised or advanced localised prostate cancer were given 

neoadjuvant and concurrent androgen suppression, together with radical radiotherapy. RT01 

was CHHiP’s ‘predecessor’ trial, comparing dose-escalated conformal radiotherapy to the 

contemporary standard-of-care control group; this experimental arm then became the control 

arm in CHHiP. RADAR is a 2x2 randomised factorial design trial, comparing the efficacy of 

neoadjuvant androgen suppression therapy duration (6 vs 18-months) with the possible 
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addition of zoledronic acid; all patients were treated with conventional fractionated 

radiotherapy.  

I hypothesised that, given RT01’s similar inclusion criteria to CHHiP, external validation 

measures of predictive performance should perform reasonably comparably to CHHiP. 

However, RT01 is a higher risk population and will provide a more robust validation of the 

model. RADAR included patients with locally advanced disease, having worse prognosis, 

potential for miscalibration was anticipated in the baseline hazard (effectively the intercept 

for the survival submodel), with the CHHiP CDPJM potentially underpredicting the observed 

risk of recurrence in the RADAR cohort.  

5.2 Methods & Materials  

5.2.1 External cohorts 

External validation was conducted under TRIPOD guidance [40]. Anonymised data from two 

external RCTs, RT01 (N=834) and RADAR (N=1,051), was obtained, with data-sharing 

agreements put into place with each trials’ research groups to enable collaborative research. 

Both trials were registered (ISRCTN47772397, ISRCTN90298520), approved by the relevant 

Research Ethics Committees (MREC/97/2/16, 03/06/11/3.02) and by the institutional research 

board of each participating international site. These studies were conducted in accordance 

with principles of good clinical practice; full details of the trials’ designs have been described 

previously [46,47]. Figure 5-1 compares each of the trials’ treatment and follow-up schema. 

RT01 (managed by the Medical Research Clinical Trials Unit, London, UK) was a phase III, 

open-label, international RCT. It recruited 843 men between January 1998 – December 2001 

with T1b–T3a, N0, M0 prostate cancer, and presenting PSA below 50 ng/mL. Patients were 

randomly assigned 1:1 to either standard dose (64Gy/32f), or dose-escalated (74Gy/37f) 

conformal radiotherapy to assess superiority of the latter. All patients received neoadjuvant 

(for 3–6 months before the start of radiotherapy) and concurrent androgen deprivation 

therapy. The experimental dose-escalated fractionation arm was the control arm in CHHiP.  

RADAR (Randomised Androgen Deprivation and Radiotherapy, TROG 03.04, managed by 

the Trans-Tasman Radiation Oncology Group, Newcastle, Australia) was a phase III, open-
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label, 2x2 factorial design trial that between Oct 2003 and Aug 2007 recruited 1,071 localised 

and locally advanced prostate cancer patients T2a—T4, N0, M0. It compared two 

interventions: 1) 6 months vs 18 months of androgen deprivation therapy given with 

radiotherapy, and 2) given with or without zoledronic acid. As the addition of zoledronic acid 

was not beneficial (shown in the primary analysis via no interaction effects between androgen 

suppression and zoledronic), treatment groups were collapsed to focus on comparisons 

between the androgen suppression durations. Patients were given dose-escalated conformal 

EBRT (not randomised) of either 66Gy/33f, 70Gy/35f, or 74Gy/37f; or 46Gy/23f combined with 

a high-dose-rate brachytherapy boost over 19.5Gy/3f.  

5.2.2 Outcomes 

In RADAR, the primary endpoint was PSA progression (changed from prostate cancer-

specific mortality after a protocol amendment in 2011). Biochemical failure was defined using 

the Phoenix definition of a PSA value > the nadir + 2ng/mL (Roach et al., 2006).   

In RT01, the coprimary endpoints were biochemical progression-free survival (bPFS), local 

progression, and overall survival [47,184]. Biochemical failure was defined as an increase in 

PSA concentration to greater than the nadir by at least 50% and greater than 2ng/mL 6 months 

or more after the start of radiation therapy. 

 

Figure 5-1 comparison of the trial treatments and follow-up schemas for CHHiP, RT01 & RADAR. 

time →→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→→

CHHiP (n=3071)

57Gy/19f of RT (hypo)

RT01 (n=834)

RADAR (n=1051)

(or) high-dose-rate brachytherapy boost

± Hormone therapy (12 months) →→→→→→

74Gy/37f of RT (ctrl)

Hormone therapy  (6 months)

66Gy, 70Gy, or 74Gy of RT (2Gy/f)

Hormone therapy  (3-6 months)

Hormone therapy  (3-6 months)

± Zoledronic acid (18 months)

74Gy/37f of RT (dose-esc)

64Gy/32f of RT (ctrl)

60Gy/20f of RT (hypo)     
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For the external validation of the CHHiP model, I have followed the same event definition, 

and defined the primary event as the composite of biochemical or clinical failure or death due 

to prostate cancer. For each trial, biochemical failure was defined using its trial-specific 

definition. Clinical failure included: recommencement of hormone therapy, local recurrence, 

lymph node or pelvic recurrence, and distant metastases. Time-to-recurrence was calculated 

as the time between the patient’s latest pre-treatment PSA (presenting value, pre-hormone 

therapy, time origin 𝑡 = 0), and the first primary event. Patients who were recurrence-free at 

their last follow-up visit were censored; this includes deaths unrelated to prostate cancer. 

5.2.3 Statistical analysis  

Predictions are obtained from the external cohorts using the CDPJM developed for CHHiP in 

Chapter 4, but reparametrised to exclude treatment (fractionation and hormonal therapy 

received); all other covariates remained as included previously. This approach was taken for 

the generalisability to future patients when treated with varying hormone therapy and 

radiotherapy schedules, so the model represents the average treatment effect. This 

reparameterisation made little difference to the model information criteria. Some bookkeeping 

is required on the external cohorts, to ensure the covariables of the model are in the correct 

format, analogous to CHHiP, to extract the dynamic predictions 𝜋𝑖(𝑢|𝑡). For RADAR, Gleason 

grade 5 (Gleason score 9 or 10) was merged into Gleason score of ≥ 8, as the development of 

the original CHHiP CDPJM had only a maximum Gleason score of 8. In RT01, only total 

Gleason score was recorded, a score of 7 included either 3+4 or 4+3, therefore allocation to one 

or the other was imputed (see section 5.2.4).  

To evaluate predictive performance in the external cohorts, different prediction intervals are 

considered, with varying landmark times 𝑡 from zero to seven years, to predict the probability 

of recurrence by eight years, 𝜋𝑖(8|𝑡). Additionally, I have also computed predictions using a 

fixed prediction window of two, 𝜋𝑖(𝑡 + 2|𝑡), and five years, 𝜋𝑖(𝑡 + 5|𝑡), ahead of the landmark 

time, and varying landmark times 𝑡 up to eight and five years, respectively. Performance 

metrics were compared to the bias-corrected internal validation metrics proposed in Chapter 

4.4.5. Graphical calibration plots are used to evaluate the calibration-in-the-large, using ten-

quantile error bar groups. Possible miscalibration is assessed and resolved by recalibrating the 
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baseline hazard using the predictions from the separately fitted cohort-specific CDPJMs of 

RADAR & RT01. The ICI [91] is calculated to quantify the improvements in those 

recalibrations. All analyses were done using R (v4.1.0) with the JMbayes2 package (v0.2-3—

0.3-0) [136,185]. Similarly to Chapter 4, the TRIPOD checklist [40] can be found in Appendix 

B, Supplementary Table B1. 

5.2.4 Multiple imputation for missing Gleason levels 

The Gleason scoring system, developed in the 1960s, is an ordinal scale ranging from 2 to 10, 

with higher scores indicating more aggressive and with worse prognosis tumours. The 

original Gleason grading system used a two-tier system, where the primary and secondary 

patterns of cancer growth were assigned a grade from 1 to 5, and the Gleason score (GS) was 

calculated by summing the two grades. The primary grade corresponds to the dominant 

pattern of the pathology of the tumour (>50% of the total specimen). There have been several 

changes to this scoring system over the years, with the latest modification confirmed in 2014 

by the International Society of Urological Pathology to use a Gleason Grade Grouping (ISUP 

GGG) [186]. GS have been re-allocated into prognostic grading groups, scores of <6 are not 

recognised as individual Gleason scores of 1 & 2 no longer exist [187]. A GS = 6 corresponds 

to a GGG of 1; GS=3+4 → GGG=2; GS=4+3 → GGG=3; GS=8 → GGG=4; GS = 9 or 10 → GGG=5 

[188,189]. 

As RT01 is an older protocol, designed in the 1990s, the Gleason pathology was recorded 

differently to today’s standards. Moreover, only the sum score was recorded, but not its 

individual components, i.e., its primary and secondary grade. Specifically, the issue lies in a 

score of 7, either comprising of 3+4 or 4+3 that cannot be distinguished. It is known that a 

Gleason score 3+4 (GGG=2) has better prognosis than a Gleason score 4+3 (GGG=3), 

demonstrating histological heterogeneity for a GS of 7. One way to circumnavigate this issue 

and to maximise the efficiency of the external validations is to impute these two grades for a 

GS=7 in RT01. Multiple imputation by chained equations (MICE) are proposed [190]. 

The Gleason grade distribution from CHHiP is used to impute GGG to those patients with GS 

= 7 in RT01 to distinguish between 3+4 and 4+3. For simplicity, the imputation is conditional 

on GS=7 (i.e., only uses CHHiP patients with GS=7 and known GGG) and uses logistic 
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regression imputation for GGG=2 or GGG=3 using 50 sets of imputations. The imputation was 

based on the known T-stage, age, presenting pre-treatment PSA, follow-up time, and whether 

the endpoint was experienced. After the multiple imputations were performed, clinical 

expertise was sought to ensure that reasonable proportions of Gleason scores of 3+4 and 4+3 

were imputed, as seen in current clinical practice for prognosis of these population. Without 

concerns from my clinical supervisors, these imputations were used in this analysis. A further 

sensitivity analysis is done by constraining all patients who had a GS=7 to be assigned all to 

3+4, or all to 4+3, assuming a minimal change in predictive performance due to the predictive 

power of the joint model primarily being driven by the accrued longitudinal PSAs.  

5.3 Results 

5.3.1 Baseline characteristics comparison  

The combined sample size for the external validation cohorts was N=1,885. For the original 

1,071 recruited RADAR patients, 20 were excluded as 17 did not receive any radiotherapy, 

and 3 did not received it as per protocol (received either 50Gy or 76Gy). For RT01, 9 patients 

were removed: 5 had missing T-stage and Gleason score, and 4 had no PSA recordings 

available. Patients with a total GS of 7 and missing gradings were imputed as described 

previously in section 5.2.4. Baseline characteristics per study are presented in Table 5-1, and 

compared to CHHiP. Both external validation studies exhibit worse prognostic characteristics, 

particularly in RADAR, that has no T-stage 1 patients, and more patients with Gleason score 

≥ 8.   
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Table 5-1 baseline characteristics of the development (CHHiP) and external validation cohorts (RADAR & RT01) 
total N=4956; * indicates imputation via MICE. MICE = multiple imputation by chained equations.  

Covariate  CHHiP, N = 3,0711 RADAR, N = 1,0511 RT01, N = 8341 

Age 69 (64, 73) 69 (63, 73) 67 (63, 71) 

Baseline PSA 10 (7, 15) 14 (9, 25) 13 (8, 20) 

T-stage    

T1 1,088 (35%) 0 (0%) 206 (25%) 

T2 1,713 (56%) 669 (64%) 479 (57%) 

T3† 270 (9%) 382 (36%) 149 (18%) 

Gleason Score    

≤ 𝟔 1,022 (33%) 99 (9%) 537 (64%) 

𝟑 + 𝟒 1,354 (44%) 342 (33%) 103 (12%)* 

𝟒 + 𝟑 598 (19%) 247 (24%) 88 (11%)* 

≥ 𝟖 97 (3%) 363 (34%) 106 (13%) 

1 Median (IQR); n (%); * MICE imputation; † RADAR combine T3 & T4 
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5.3.2 Follow-up characteristics comparison 

 

Figure 5-2 Kaplan-Meier curves comparing recurrence free survival in CHHiP (development cohorts), with RADAR 
& RT01 (validation cohorts).  

The Kaplan-Meier estimates of recurrence-free survival for each trial are presented in Figure 

5-2. Median follow-up time for RADAR is 8.2 years (IQR=4.0–11.0) and 6.1 years (IQR=2.6– 

9.5) for RT01. CHHiP has better prognosis compared to RADAR and RT01 cohorts. For 

RADAR there were a total of n=443 (42%) primary endpoint events, while RT01 had n=419 

(50%) events. See Appendix B, Supplementary Figure B1, which shows the recurrence-free 

survival for each RADAR hormone duration of 6 and 18-months.  
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There was a total of 26,697 PSA recordings for external validation (RADAR: 18,708; RT01: 

7,989), with a median of 18 readings per patient (IQR=12–22). The average longitudinal PSAs 

trajectories for the three trials are depicted in Figure 5-3, stratified by outcome. In general, the 

external cohorts exhibit similar dynamics, with a steep drop in response to treatment, to PSA 

stabilisation and plateau after 3—4 years in those patients who do not recur. For recurrence 

(bottom panel), PSA gradually increases after the initial treatment decrease seen in the first 

1—2 years. PSAs in RT01 are as expected similar to CHHiP; the lower PSA trajectory seen in 

RADAR are a consequence of the longer hormonal therapy schedules used in the factorial 

design of the trial. CHHiP & RT01 hormone schedule was 3—6 months, RADAR mandated at 

least 6 months. 

 

Figure 5-3 averaged logged-PSA trajectories for the three studies with RADAR stratified by hormone duration:   
(6 or 18 months), over follow-up, separated by outcome, top – no recurrence, bottom – recurrence. Lowess 

smoothers are depicted.  
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5.3.3  Predictive performance comparison 

 

Figure 5-4 comparing the internal (CHHiP – red, 50 bootstrapped samples) and external validation cohort 
performance metrics (RADAR – blue stratified by hormone treatment duration: 6 & 18 months; RT01 – green). The 
AUC (top panel) assess discrimination, i.e., to distinguish between patients who do and do not have recurrence of 
their cancer, based on their accrued PSA. A higher AUC values indicate improved discrimination. The bottom panel 
assesses overall prognostic performance through the Brier score loss function (lower values are better). These are 
based on patient follow-up landmarks from zero to seven years, to predict recurrence by a horizon time of eight 

years, 𝜋𝑖(8|𝑡 = 0,… ,7). AUC = area under the receiver operating characteristic curve. 

Figure 5-4 presents the AUC and Brier score metrics for the prediction of recurrence by 8 years, 

based on patient follow-up information from 0 to 7 years, 𝜋𝑖(8|𝑡 = 0,… ,7). It compares the 50x 

bootstrapped bias-corrected internal validation metrics of Chapter 4.4.5 model development 

(presented as error bars) of the full JM to be used in clinic, and the two external cohorts 

RADAR (split between randomised hormone therapy duration: 6 and 18 months), and RT01. 

For AUC (top panel), one can see the external cohorts are largely comparable with the CHHiP 

biased-corrected internal validation. The model applied to RADAR’s hormone durations both 

show similar performance (to one another) and has marginally better-than-expected 

discriminatory performance compared to the bias-corrected internal validation results for the 

first six years of PSA accrued landmark times. RADAR 6- and 18-month hormone therapy 

schedule gives an AUC of 0.77 and 0.89 respectively at a landmark of 7 years of accrued PSA 
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follow-up, when predicting recurrence by 8 years. Overall discrimination for RT01 patients is 

comparable to the bias-corrected metrics over the entire follow-up period with some over-

optimism in CHHiP, with a drop in AUC at the seven-year landmark time.  

For the overall prognostic performance measured via the Brier score prediction error loss 

function (Figure 5-4, bottom panel), in the earlier landmark years there is over-optimism of 

the bootstrapped bias-corrected samples compared to the external cohorts. For the external 

cohorts, RADAR has a marginally lower Brier score, with the 18-month schedule being 

consistently lowest and nearest to CHHiP, compared to 6-month hormone therapy and the 

overall RADAR cohort (averaged between the two hormone treatment durations), and RT01 

in the first two years; these scores are then remarkably similar from landmark years three and 

onwards and align more closely to bias-corrected CHHiP at the latter landmark times (six 

years onwards). In general, as more longitudinal PSA information is accrued, the overall AUC 

and Brier scores are improved, indicating an improvement of predictive performance of the 

model in these cohorts, aligning more so to CHHiP. After seven years of accrued prognostic 

information, RT01 & RADAR 18-month hormone therapy has a minimal prediction error 

comparable to the bias-corrected internal validation.  

To evaluate the predictive performance of RADAR’s patients who are most similar to CHHiP, 

I compared the subgroup of T-stage 2 & Gleason score of 7 between RADAR’s 6-month 

hormone therapy duration and this same subgroup for CHHiP for 𝜋𝑖(8|𝑡 = 0,… ,7). This is 

depicted in Figure 5-5. By and large, the predictive performance of RADAR was similar to the 

apparent performance in this subgroup of CHHiP patients, with some expected over-

optimism in CHHiP, i.e., RADAR’s predictive ability was slightly less. This subset of RADAR 

patients did outperform CHHiP in AUC for landmark years 1 and 2, (RADAR AUC = 0.64 vs 

CHHiP AUC = 0.61 at both landmarks). AUC was maximised for this RADAR subgroup at 5 

years follow-up (AUC = 0.80) and CHHiP at 6 years (AUC = 0.89). Both the Brier and ICI scores 

(non-recalibrated) follow a similar pattern with the predictive error loss function metrics being 

larger for RADAR for both metrics for all landmark times. There is a moderate prediction error 

for both metrics up to landmark of 3 years.  After 3 years of follow-up, these loss metrics start 
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to notably decrease, implying improved prognostic performance and calibration, with 

RADAR subgroup aligning more closely to CHHiP at the latter timepoints.  

 

Figure 5-5 comparing the predictive performance for (𝑢 = 8|𝑡 = 0,… ,7) between RADAR (6-month hormonal 
therapy schedule) and CHHiP, for the subgroup of T-stage=2 and Gleason score = 7 patients in both cohorts.  
AUC= area under the receiver operating characteristic curve, ICI=integrated calibration index.   

There was some miscalibration in the predicted vs observed probabilities for the external 

cohorts, which was expected due to the slightly differing patient population, and varying 

treatment modalities. To resolve this, the joint model’s baseline hazard function is recalibrated 

for each study, using the baseline hazard of the joint model when fitted to each of the external 

datasets. The original ICI (before recalibration) is compared with the ICI of the recalibrated 

predictions and the percentage difference is calculated. The resulting improvement is shown 

in Appendix B, Supplementary Table B2.  

The recalibrated ICIs are visually depicted in Figure 5-6 for each external cohort RADAR & 

RT01 and prediction interval procedure. There is generally higher ICI (less well calibrated) in 

the RADAR cohort. The lowest ICIs (better calibration) are generally lowest for 𝜋𝑖(𝑡 + 2|𝑡), 

i.e., only predicting 2 years ahead of the current landmark time. There is some fluctuation in 
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the first few landmark years, which then start to decrease from 3 years onwards. For RT01, 

calibration at 𝜋𝑖(𝑡 + 2|𝑡) and 𝜋𝑖(8|𝑡) are remarkably similar at landmarks 4—6 years. Similarly 

for RADAR, all three prediction interval procedures are similar from landmark 4 years and 

onwards. For the prediction windows 𝜋𝑖(𝑡 + 5|𝑡) and 𝜋𝑖(8|𝑡), the recalibrated ICIs are closely 

aligned in each cohort with more concordance between the two cohorts at the latter 

landmarking times for all prediction window procedures. For improved calibrations, this 

suggests accrued PSA data for at least 4 years is recommended.  

 

Figure 5-6 comparing prediction windows of the recalibrated index of the two external cohorts: RADAR & RT01.  

To assess calibration-in-the-large, graphical calibration plots are presented (Figure 5-7 & 

Figure 5-8) comparing the predicted and observed probabilities of recurrence 𝜋𝑖(𝑢|𝑡), in 

RADAR and RT01, at various landmarks (𝑡 = 0,… ,7) and horizon times (𝑢 = 8, 𝑢 = 𝑡 + 2, 𝑢 =

𝑡 + 5). These figures display predictions before and after recalibration of the baseline hazard 

for each trial, to visually assess the improvement of the recalibrations.   

Graphical calibration plots to predict 𝜋𝑖(8|𝑡) for RADAR (Figure 5-7) show systematic 

underprediction in the earlier landmark 𝑡 times, and gradually re-align, more closely to what 

is observed, particularly from landmarks five years and onwards. The proportion of patients 
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with higher observed/predicted probabilities of recurrence are closely aligned. When 

recalibrating the baseline hazard (2nd and 4th rows), probabilities are better calibrated at the 

smaller predicted probabilities. Similar results are observed for RT01 (Figure 5-8).  

Calibration plots (seen in Appendix B) for 𝜋𝑖(𝑡 + 2|𝑡) in RADAR (see Supplementary Figure 

B2: original calibration & Supplementary Figure B3: recalibration) show that there are 

considerable underpredictions in the first few years that tend to stabilise after 5 years of 

accrued PSA. Recalibration tends to improve, seen visually mostly at the latter landmark times 

of 5 years onwards and tends to resolve predicted recurrence probabilities. For RT01 

𝜋𝑖(𝑡 + 2|𝑡) (in Supplementary Figure B4: original calibration & Supplementary Figure B5: 

recalibration) similarly there are underpredictions, less so compared to RADAR, in the earlier 

landmark times that again resolve after 4 years and more so when recalibration is applied.  

Calibration plots for 𝜋𝑖(𝑡 + 5|𝑡) in RADAR (in Supplementary Figure B6: original calibration 

& Supplementary Figure B7: recalibration), show again that there are some underpredictions 

in the first 4 landmark years, which appear to resolve at 5 years of accrued longitudinal PSA 

data. Recalibration of the model does not completely improve calibration-in-the-large, though. 

For RT01 𝜋𝑖(𝑡 + 5|𝑡) (in Supplementary Figure B8: original calibration & Supplementary Figure 

B9: recalibration) there are some considerable miscalibration underpredictions for all 

landmark times, however recalibration appears to better resolve the latter landmark times of 

4 & 5 years, although this is not perfect: by and large the 95% confidence intervals of the error 

bars lay within the 45-degree line. 
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Figure 5-7 visually assessing calibration-in-the-large via graphical calibration plots of the RADAR cohort, before 
(1st & 3rd rows, orange) and after recalibration (2nd & 4th rows, green), for a fixed horizon of eight years at landmark 
zero to three years (top panel) and four to seven years (bottom panel).  
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Figure 5-8 visually assessing calibration-in-the-large via graphical calibration plots of the RT01 cohort, before (1st 
& 3rd rows, orange) and after recalibration (2nd & 4th rows, green), for a fixed horizon of eight years at landmark zero 
to three years (top panel) and four to seven years (bottom panel).
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5.3.4 Gleason imputation sensitivity analysis for RT01 

I assess here different approaches to imputing Gleason grade 3+4 or 4+3 to patients with 

reported Gleason score of 7 in RT01, using MICE. I compared the predicted outputs of those 

imputations to the predicted outcomes when they are assigned all to 3+4 or 4+3. The 

hypothesis here is that these assignments for a Gleason of 7 should not make a huge overall 

difference to the predictive performance of this cohort, as the predictions are mainly driven 

by the accrued longitudinal PSA biomarker. Figure 5-9 depicts the external predictive 

performance of the metrics of AUC, Brier, and the recalibrated ICI, comparing the MICE 

imputations to forced 3+4 or 4+3 imputations, using a fixed prediction horizon of 8 years, from 

landmarks 0 to 7 years. Visually there is virtually no difference to any of the predictive metrics 

regardless of the parameterisation of imputation undertaken, as the lines for each metric and 

imputation method are almost superimposed onto one another. 

 

Figure 5-9 predictions assessed using AUC, Brier, and recalibrated ICI, of RT01 Gleason scoring imputed levels 
via MICE, comparing to Gleason scores of 3+4=7 or 4+3=7. AUC = area under the receiver operating characteristic 
curve; ICI = integrated calibration index; MICE = multiple imputation by chained equations. 
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5.4 Discussion 
In this chapter, I have performed a rigorous external validation of the CDPJM using unseen 

data of almost 1,900 patients from the two RCT cohorts. In these cohorts, their baseline 

covariates and accrued longitudinal PSA values were accounted for and used to extract 

predictions from the CDPJM. I assessed the CDPJM’s predictive performance in patients with 

alternative treatment pathways and appraised its generalisability in differing populations 

with localised (RT01), or locally advanced (RADAR) prostate cancer. This is important because 

it allows us to assess how well the model generalises to new data & patients and can provide 

an estimate of its performance on real-world applications when using PSA to inform prostate 

cancer prognosis post-treatment.  

To assess the model’s predictive performance in these external cohorts, I evaluated 

discrimination and calibration abilities via the AUC, Brier score, ICI, and graphical inspection. 

These external metrics were compared to the internal validation metrics shown in Chapter 4, 

which appear to give similar and reasonable discrimination, calibration, and overall 

prognostic performance; with RADAR out-performing the other trials on the former. This may 

be due to the more advanced nature of the disease, so that it is more straightforward to 

distinguish those pairs of patients who are predicted to relapse, or do not. For the Brier score, 

there were bigger discrepancies between the internal bias-corrected and external cohort 

metrics, certainly in the earlier landmark times, although these differences appeared to reduce 

over follow-up. As the Brier score can be decomposed of both discrimination and calibration 

components [94], and given that the AUC metrics were similar to the internal validity, this 

indicates there was some miscalibration. 

Calibration was widely assessed at various prediction times, using a fixed prediction horizon 

of eight years, and a fixed prediction window of two and five years. That is, “if I have yet to 

display recurrence of prostate cancer after 𝑡 years, what is my prognosis in the subsequent 

two or five years?”. Recalibrating the baseline hazard for each external cohort largely reduced 

miscalibration. Calibration-in-the-large improved from landmark four years and onwards of 

accrued PSA data, regardless of the prediction combination considered. For RT01 there may 

be more miscalibration in the latter landmark times (e.g. 𝜋𝑖(8 + 2|8)) as there were fewer 

patients at risk (𝑡 = 8, 𝑛 = 351) with even fewer events thereafter. Moreover, PSA collection 
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post-five years was sparse (last PSA time median of 4.5 years, (IQR=2.1—8.1), adherence to 

PSA testing was 90% at 5 years, 76% at 10 years [47] and these missing values beyond this may 

not have been completely random, or at least systematically missing, and may go some way 

to explaining the drop in AUC at the 7-year landmark. RADAR appeared to be more robust 

to these departures given its longer follow-up, and over double the number of PSA 

observations, despite having only a slightly larger sample size (20% increase). This goes to 

show the importance of maintaining rigorous follow-up and data collection, which provides 

a wealth of information many years after initial treatment.  

Another pertinent component of external validation is that it allows utility of the model to be 

assessed in other geographical locations than the one where the model was trained, as it is the 

case for RADAR (Australia). This is important because models can sometimes be affected by 

differences in the characteristics of the data from different geographical regions, such as 

variations in the population, healthcare systems, and environmental factors. This may go some 

way to explaining the larger calibration disparities of RADAR compared to RT01 and CHHiP, 

which were largely based in the UK, as well as RADAR being a higher risk patient population. 

In RT01, the definition of biochemical failure was different to today’s Phoenix definition. There 

were more biochemical failure events using their threshold of 2ng/mL (assuming a rise from 

the nadir concentration by 50% or more), which is lower than the nadir + 2 ng/mL Phoenix 

definition threshold. A brief sensitivity analysis performed using the Phoenix definition 

resulted in fewer events, from 365 originally reported [47] to 293. As these lower values were 

not centrally reviewed (nor with a confirmatory PSA), it may have included some bounces, so 

there may have been even fewer true PSA failures. This could be a reason why my model 

underpredicted probability of recurrence in the RT01 calibration plots, due to the 2ng/mL 

definition ‘inflated’ number of events in this trial; furthermore, achieving a failure of 2ng/mL 

was quicker, compared to the training CHHiP dataset Phoenix threshold, and therefore could 

elicit some lead-time bias. Previous work has shown similar sensitivity and specificity for each 

of these biochemical definitions to predict subsequent clinical failure, therefore this validation 

should be generalisable to slight variations of the biochemical failure definition [191].  Given 

the external validation was in line with the bias-corrected measures, the predictions of 

biochemical failure are generalisable, and given the similar PSA trajectories between CHHiP 
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and RT01, the PSA thresholds given in Chapter 4.4.6 look to be applicable. As RADAR is a 

more high-risk patient population, these thresholds may not hold. However, the lower PSA 

trajectories exhibited, due to the longer hormone schedules, that it may be the case that lower 

PSA thresholds are indicative of prolonged event-free survival, for example a PSA ≤ 0.17 

ng/mL for the 6-month and a PSA ≤ 0.14 ng/mL for the 18-month hormone schedule, after 

PSA recovery seen from 3 years and onwards (Figure 5-3).  

Another important consideration when one is developing a clinical dynamic predictive tool is 

that there is an adequate sample size and number of events, as large sample sizes are needed 

to provide more reliable and accurate results. When there are low sample sizes, and 

consequently events, the results of the study may not be representative of the overall 

population, and findings may not be generalisable. There has been recent research on 

calculating the minimum sample size needed for external validation of a clinical prediction 

model, proposed by Riley and colleagues [192]. Though their study is not quite applicable to 

the dynamic nature of this thesis (as they address models with baseline predictors only), they 

do address predictions at multiple time points. I replicated their methods in a simulation 

study. Assuming a target standard error of ~0.1 for the calibration slope, this corresponds to a 

minimum required sample size of 20,000 (see Appendix B). This is of course beyond the 

external cohort sizes considered here. The high sample size required can be attributed to the 

high censoring rate observed in the development cohort, with an 83% censoring rate by 8 years 

of follow-up. In the external cohorts the censoring rates are lower compared to CHHiP; the 

cohorts are roughly ⅔rds of the development sample size and have a combined total of 43% 

more events. As these external cohorts are finite in size, it may be possible in future to have 

incorporated many more patients following CHHiP’s current moderately hypofractionated 

treatment regime from observational routinely collected clinic data / electronic health records, 

to further expand the sample size as required from Riley and colleagues’ minimum external 

sample size method. Though with most data sharing arrangements, permissions to obtain 

these pose challenges and are not always readily available. It is worth noting that this was 

conducted using the linear predictor distribution from the survival submodel only; it is known 

that joint modelling is more efficient and therefore has higher power and thus yields smaller 

samples sizes [33,193]. The degree of efficiency has not been assessed for sample size 
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calculations of external validation cohorts, as far as this author is aware. This could be an area 

of future work to ascertain whether joint modelling procedures do considerably reduce the 

minimum required sample size for external validation of a predictive model and quantify by 

how much. 

Another limitation of this external validation work was the lack of hypofractionated treatment 

regimens used as external cohort studies. Other large trials that could be incorporated to assess 

the CDPJM in external hypofractionated cohorts would be the PROFIT and RTOG-0415 RCTs 

[12,14]. However, in these trials, patients were not treated with hormone therapy, unlike in 

RADAR & RT01.  

Recalibration was done by fitting cohort-specific joint models, as was done by Tomer and 

colleagues [194]. This is different from other methods, like the one proposed by Crowson that 

uses the linear predictor offset method, which is more straightforward to do in the standard 

baseline survival-only modelling framework. The cohort-specific fitting method is necessary 

to fit a parametric baseline hazard, estimated using penalised B-splines, for both cohorts and 

extract each of the baseline hazards to impute into the reduced CDPJM. 

The most computational aspect is modelling the trajectory function of the longitudinal PSAs, 

via the mixed-effects model. To capture the nonlinear nature of PSA, natural cubic splines are 

used: the same parameterisation was used to develop the cohort-specific joint models, as in 

Chapter 4, i.e., to use four internal knots. This may have been too many and perhaps gives rise 

to overfitting in the smaller datasets, particularly in RT01 where there were only around 8k 

PSA observations, compared to CHHiP’s 46k. In order to accommodate fewer recordings, the 

reduced model could have been simplified to incorporate a reduction in the number of knots, 

or a fully specified parametric form used, such as a biphasic- or exponential-decay-growth 

model; this could allow for further degrees of freedom available to estimate the baseline 

hazard B-spline estimation via the penalty matrix and/or number of knots. However, I would 

suggest that this does not overly impact the parametric estimation of the underlying baseline 

hazard, which is the only component extracted.  

In RT01, only the total Gleason score was collected, rather than its individual scores, therefore 

there was a requirement to impute patients with a known Gleason score of 7 to either 3+4 or 



  Chapter 5 – External Validation of the Clinical 

Dynamic Predictive Joint Model for Recurrence in Localised and Locally Advanced Prostate 

Cancer 

 
125 

4+3.  For this, I used the MICE approach, and compare its predictive performance in section 

5.3.4 to simpler approaches. Regardless of imputation method used (MICE, or all to 3+4 then 

4+3), either approach made almost no difference to the predictive performance of the model, 

albeit this was only examined under a fixed prediction horizon of eight years. This lack of 

difference in the predictive performance would be expected to carry through to alternative 

prediction windows. This was as expected given that the predictions are, by and large, driven 

by the acquired longitudinal PSAs. It is also encouraging that the sensitivity analysis showed 

little difference in these metrics, demonstrating that if there are some differences in the 

collection of baseline prognostic factors, which will inevitably change over time, these can be 

accommodated for.  

Another pertinent caveat is that the Gleason pathology scoring system itself has also changed 

considerably over the last two decades. In RT01, Gleason scores that were allocated ≤ 6 then 

are likely now to be classed ≥ 7, as shown in a recent pathological review of CHHiP, where 

the proportion of Gleason scores of 6 or below have substantially reduced. Further work to 

incorporate these changes to RT01 would require central pathological review to re-score 

Gleason to current standards. Regardless, it has been demonstrated that the model can be 

adapted, with the amendment of the assigned categorical levels to flexibly deal with those 

temporal changes to the Gleason classification system, with no detrimental effect on predictive 

performance. The predictions for individuals may change themselves, but the ranking of the 

linear predictor does not change much and therefore very little differences are seen in the 

appraisal of the validation when these differing parameterisations of the Gleason are 

considered.  

To conclude, in this chapter I successfully externally validated the CDPJM to predict 

recurrence of prostate cancer. To my knowledge, this is the first rigorous external validation 

of a CDPJM for the prognosis of localised prostate cancer treated under both short- and long-

course hormonal therapy and radical radiotherapy. Predictions and calibrations are optimal 

after at least 4 years of accrued longitudinal data follow-up. Recalibration is advised for 

external cohorts that have worse prognosis and/or no hypofractionation received; 

recalibration is not expected to be required for patients undergoing current standard-of-care 

hypofractionation. If recalibration is necessary for new patients, then given their type and dose 
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of radiotherapy, hormone duration, and baseline risk factors, the cohort they are most similar 

to can be used for their underlying baseline hazard. At the time of development, only the 

CHHiP dataset was available. Now that all the cohorts are available, they could be utilised in 

further model development. Cohort-specific CDPJMs were required to be developed to 

estimate their baseline hazard for recalibration; one could argue to create an ensemble of 

predictive models with (Bayesian) model averaging, and / or to create a CDPJM developed 

using all the cohorts, with some patients held back for external validation [45].  
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Chapter 6 – Competing Risks Joint Models 

6.1 Introduction 
In previous chapters, I developed the CDPJM and validated its dynamic predictions for 

recurrence of disease in localised prostate cancer. I considered recurrence to be a composite 

event of biochemical failure, clinical recurrence or death due to prostate cancer. Deaths due to 

other causes in the absence of recurrence were considered as non-informative censored 

observations. It was noted in Chapter 4 – Development of a Personalised Clinical Dynamic 

Predictive Joint Model to Characterise Prognosis for Patients with Localised Prostate Cancer 

Patients: Analysis of the CHHiP Phase III Trialthat, given there was little difference in the 

cumulative incidence estimators obtained with Kaplan-Meier (1 − KM) or competing risks 

methodology, given this and relatively few of these competing events, it was reasonable to 

treat those deaths as censored. Assuming non-informative censoring, however, may be 

unrealistic: indeed, when censoring at a given time, it is assumed that the event of interest will 

occur at some point in the future. But if a patient dies due to non-disease causes, their risk of 

recurrence is zero; it is erroneous to treat them as censored as it becomes a missing data issue 

where there is some (incorrect) contribution to the risk of recurrence.  

In general, in the localised prostate cancer setting, it is unlikely that the first disease-related 

event observed would be a death, as recurrence will normally be characterised first by 

biochemical failure or progression to advanced disease. However, as this is an ageing 

population, and patients are followed for a long time, comorbidities occur, and patients die 

due to other causes. In this setting there is one event, non-cancer related death, which is a 

competing event for recurrence (Figure 6-1), because its occurrence may preclude the 

observation of the event of interest. Competing risks methodology would account for events 

that may hinder the observation of interest and provide unbiased estimates of the cumulative 

probability of recurrence over time [167,195,196].  

Joint models have also been extended to the competing risk setting [69,88,111,179]. In this 

chapter, I explore the impact of using a competing risk joint model in the dynamic predictions 

for risk of recurrence, comparing these with the predictions obtained by the standard CDPJM 

developed in Chapter 4 – Development of a Personalised Clinical Dynamic Predictive Joint 

Model to Characterise Prognosis for Patients with Localised Prostate Cancer Patients: Analysis 
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of the CHHiP Phase III Trial. For both frameworks, I compare the parameter estimates of the 

models, the predictions for individual patients and the goodness-of-fit for each model. I then 

extend the appraisal metrics presented in Chapter 2 to evaluate predictive performance 

assuming a competing risks joint model.  

Treated for 
prostate 
cancer

Recurrence of 
prostate 
cancer

Death, 
unrelated to 

prostate 
cancer  

Figure 6-1 a graphical representation of a competing risk model with two causes (K=2): recurrence of prostate 

cancer (k=1), or death unrelated to prostate cancer (k=2). 

6.2  Methodology 
The interest is in the joint distribution of the time-to-failure 𝑇∗ and the cause of failure 𝛿 (also 

denoted type of event). This distribution can be characterised by the cause-specific hazard 

functions for each type of event, representing the hazard of failing from a given cause in the 

presence of the competing event: 

ℎ𝑘(𝑡) =  lim
Δ𝑡→0

Pr(𝑡 ≤ 𝑇∗ < 𝑡 + Δ𝑡, 𝛿 = 𝑘 |𝑇∗ ≥ 𝑡)

Δ𝑡
 

The cumulative incidence function CIF𝑘(𝑡) is the probability of failing from cause 𝑘 by time 𝑡, 

and can be inferred from the cause-specific hazards,  

CIF𝑘(𝑡) = Pr(0 < 𝑇
∗ ≤ 𝑡, 𝛿 = 𝑘) = ∫ℎ𝑘(𝑠)  ̇ 𝑆(𝑠) 𝑑𝑠. 

𝑡

0

 

where 𝑆(𝑡) = 𝑃(𝑇∗ ≥ 𝑡) = exp (−∑ ∫ ℎ𝑘(𝑠)𝑑𝑠
𝑡

0
2
𝑘=1 ) is the survival function of 𝑇∗  (which 

depends on both cause-specific hazards). 

The observed data in this setting is, for each patient, 𝑇𝑖 = min(𝑇𝑖
∗, 𝐶𝑖) (where, as before 𝐶𝑖 

indicates the censoring time) and the event indicator taking values 𝛿𝑖 ∈ {0,1, 2} with 0 
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corresponding to those who are censored, 1 to the primary event of interest recurrence, and 2 

to the competing event non-cancer death. The observed data permits estimation of these 

functions for each cause, recurrence from biochemical/clinical failure, and unrelated death 

[167,196].  

6.2.1 Competing risks joint model  

The longitudinal model is as defined in Chapter 4 – Development of a Personalised Clinical 

Dynamic Predictive Joint Model to Characterise Prognosis for Patients with Localised Prostate 

Cancer Patients: Analysis of the CHHiP Phase III Trial with no changes in its parameterisation. 

For a competing risk submodel, the cause-specific hazard function of interest (recurrence, 𝑘 =

1) and also for the competing event (unrelated death, 𝑘 = 2) is defined, 

ℎ𝑖𝑘(𝑡|𝑴𝑖(𝑡), 𝒘𝑖) = ℎ0𝑘(𝑡) exp{𝜸𝑘
𝑇𝒘𝑖 + 𝑓(𝑴𝑖(𝑡), 𝒃𝑖, 𝜶𝑘)}  𝑘 = 1, 2. 

Cause-specific parameters (𝜸𝑘
𝑇 , 𝜶𝑘) and the baseline hazard function (for each event) need to 

be estimated, extending the same principles as presented in Chapter 2. The likelihood can be 

calculated straightforwardly with software by transforming the analysis data set in a long 

format, such that each patient has 𝑘 rows with an indicator whether that row outcome has 

been met [67]. The competing risk joint model is developed using the JMbayes2 R package 

(v0.3-0) with the default settings and priors [136]. There are four parallel chains and 27,500 

iterations per chain and a burn-in of 2,500 iterations with a thinning of including every 5th 

iteration.  

6.2.2 Assessing predictive performance  

Predictions for competing risk joint model can be obtained [69,179].  I wish to predict the 

probability that a new patient (indexed by 𝑙) experiences an event of type 𝑘 by time 𝑢, given 

that the patient is event-free at 𝑡 < 𝑢, and given their baseline risk factor values 𝒘𝑙 (such as 

age, tumoural severities, and treatment received), and provided a set of longitudinal PSA 

biomarker values up to time 𝑡 (𝒚𝑙(𝑡)):  

𝜋𝑙𝑘(𝑢|𝑡) = Pr(𝑇𝑙
∗ ≤ 𝑢 , 𝛿𝑙 = 𝑘| 𝑇𝑙

∗ > 𝑡,   𝒚𝑙(𝑡), 𝒘𝑙 , 𝑫𝑛 ), 

where 𝑫𝑛 = {𝑇𝑖, 𝛿𝑖 , 𝒚𝑖𝑛; 𝑖 = 1,… , 𝑛} is the observed sample data that the competing risk joint 

model was fitted on. As the Bayesian framework will be utilised, the expectation of 𝜋𝑙𝑘(𝑢, 𝑡) 

can be estimated by using the corresponding posterior predictive distribution,  
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𝜋𝑙𝑘(𝑢|𝑡) = ∫ Pr(𝑇𝑙
∗ ≤ 𝑢, 𝛿𝑙 = 𝑘| 𝑇𝑙

∗ > 𝑡,   𝒚𝑙(𝑡) , 𝒘𝑙; 𝜽)⏟                          
𝐴

𝑝(𝜽|𝑫𝑛)⏟    
𝐵

 𝑑𝜽, 

where 𝜽 is a vector of parameters for the entire joint model. The second term (B) of the 

integrand, 𝑝(𝜽|𝑫𝑛), is the posterior distribution of the parameters, given the observed data. 

The first component (A) in the integrand can be expanded as,  

𝐴 = ∫Pr(𝑇𝑙
∗ ≤ 𝑢, 𝛿𝑙 = 𝑘|𝑇𝑙

∗ > 𝑡, 𝒚𝑙(𝑡), 𝒘𝑙 𝒃𝑙; 𝜽) 𝑝(𝒃𝑙|𝑇𝑙
∗ > 𝑡, 𝒚𝑙(𝑡), 𝒘𝑙; 𝜽) 𝑑𝒃 

=   ∫Pr(𝑇𝑙
∗ ≤ 𝑢, 𝛿𝑙 = 𝑘|𝑇𝑙

∗ > 𝑡,𝒘𝑙 , 𝒃𝑙; 𝜽) 𝑝(𝒃𝑙| 𝑇𝑙
∗ > 𝑡, 𝒚𝑙(𝑡) , 𝒘𝑙; 𝜽)  𝑑𝒃. 

The transition to the final line is due to the full conditional independence assumption as 

described in Chapter 2.3.1. Furthermore,   

𝐴 = ∫
Pr(𝑇𝑙

∗ ≤ 𝑢, 𝛿𝑙 = 𝑘,  𝑇𝑙
∗ > 𝑡| 𝒘𝑙 , 𝒃𝑙; 𝜽)

Pr( 𝑇𝑙
∗ > 𝑡| 𝒘𝑙 , 𝒃𝑙; 𝜽)

 𝑝(𝒃𝑙|𝑇𝑙
∗ > 𝑡, 𝒚𝑙(𝑡), 𝒘𝑙; 𝜽) 𝑑𝒃 

    = ∫
Pr (𝑡 < 𝑇𝑙

∗ ≤ 𝑢, 𝛿𝑙 = 𝑘)

𝑆(𝑡)
𝑝(𝒃𝑙 , 𝛿𝑙 = 𝑘|𝑇𝑙

∗ > 𝑡, 𝒚𝑙(𝑡), 𝒘𝑙; 𝜽) 𝑑𝒃 

An estimate of 𝜋𝑙𝑘(𝑢|𝑡) can be extracted using a Monte Carlo simulation scheme by drawing 

from the posterior distribution of (B) and the random effects 𝑝(𝒃𝑙|. ); given those two draws 

𝜋𝑙𝑘(𝑢|𝑡, 𝒃𝑙
∗, 𝜽∗) =

Pr (𝑡<𝑇𝑙
∗≤𝑢,𝛿𝑙=𝑘)

𝑆(𝑡)
. This is repeated 𝑀 times to generate the posterior distribution 

for 𝜋𝑙𝑘 and hence the mean and 𝛼% credible intervals can be calculated from the Monte Carlo 

sample [179].  

Predictive performance of the competing risk joint model to predict recurrence of disease is 

performed, using the predictions obtained in the presence of the competing event. The model-

based performance metrics that were introduced for the CDPJM in Chapters 2, 4, 5 are 

updated by using the predictions obtained from the competing risk joint model.  

Blanche and colleagues proposed alternative estimators of predictive performance of joint 

models in the presence of censoring and competing risks [87,88]. Nonparametric inverse 

probability censoring weighting (IPCW) is used to estimate the dynamic Brier score and AUC, 

with the advantage that they are model-free with no assumption of the exactness of the 

specification of the competing risk joint model. I compare these IPCW metrics with the model-
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based ones and also compare to the standard model-based validation metrics given in Chapter 

4. 

The AUC & Brier IPCW estimators are similar to those defined in Chapter 2 but with a 

weighting applied,  

𝐴𝑈𝐶𝑘=1̂ (𝑢|𝑡) =
∑ ∑ 𝕀𝜋𝑖𝑘(𝑢|𝑡)>𝜋𝑗𝑘(𝑢|𝑡) 𝐷̃𝑖𝑘(𝑢|𝑡)(1 − 𝐷̃𝑗𝑘(𝑢|𝑡))𝑤̂𝑖(𝑢|𝑡)𝑤̂𝑗(𝑢|𝑡)

𝑛
𝑗=1

𝑛
𝑖=1

∑ ∑ 𝐷̃𝑖𝑘(𝑢|𝑡)(1 − 𝐷̃𝑖𝑘(𝑢|𝑡))𝑤̂𝑖(𝑢|𝑡)𝑤̂𝑗(𝑢|𝑡)
𝑛
𝑗=1

𝑛
𝑖=1

 

BS𝑘=1̂(𝑢|𝑡) =
1

∑ 𝕀𝑇𝑖>𝑡
𝑛
𝑖=1

∑𝑤̂𝑖(𝑢|𝑡)

𝑛

𝑖=1

(𝐷̃𝑖(𝑢|𝑡) − 𝜋𝑖𝑘(𝑢|𝑡))
2
. 

In the above, the estimator 𝐷̃𝑖𝑘(𝑢|𝑡) = 𝕀𝑡<𝑇𝑖≤𝑢,𝛿𝑖=𝑘 equals 1 when patient(s) 𝑖, 𝑗 is known to have 

experienced an event of type 𝑘 = 1 between time 𝑡 and time 𝑢; or 0 when either the subject(s) 

𝑖, 𝑗 experiences a competing event within the time interval or is event-free in the interval. To 

account for censoring, the weighting is defined to be, 

𝑤̂𝑖(𝑢|𝑡) =
𝕀
𝑇𝑖 >𝑢

𝐺(𝑢|𝑡)
+
𝕀
𝑡<𝑇𝑖 ≤𝑢

𝕀
𝛿𝑖 ≠0

𝐺(𝑇𝑖 |𝑡)
. 

Where 𝐺 is the Kaplan–Meier estimator of the survival function of the censoring time; 𝐺(𝑢|𝑡) =

𝐺(𝑢)/𝐺(𝑡) estimates the conditional probability of being uncensored at time 𝑢 given not being 

censored at landmark time 𝑡. 𝕀𝐸 is an indicator function (1 when expression 𝐸 is true, 0 

otherwise). Corresponding pointwise confidence intervals can be extracted by the asymptotic 

normality assumption, using the central limit theorem [88].  

6.3 Results 

6.3.1 Cumulative incidences   

In Figure 6-2, the non-parametric estimates of the cumulative incidences for each type of event 

are presented under a competing risks framework, and these are compared to the estimates 

from the Kaplan-Meier estimator, censoring the competing event at the time it occurs. For each 

outcome, both 1 − KM and cumulative incidence CR estimators are superimposed up until 

around 5—6 years, after which there is some slight divergence, indicating that the effect of 

these unrelated deaths may have a greater impact on predictions for times after 5 years. For 
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the cumulative incidence of recurrence (red) at 10 years, the 1 − KM is 0.23 (95% CI=0.21–0.25) 

vs the cumulative incidence CR of 0.22 (95% CI=0.20–0.23).  

 

Figure 6-2 compares the 1-KM and cumulative incidence function estimators of each outcome (recurrence or death 
unrelated to prostate cancer). 

6.3.2 Competing risk joint model parameter estimates 

The joint model parameter estimates for the time-to-event submodels, comparing the standard 

CDPJM and the competing risk joint model, are presented in Table 6-1. In the longitudinal 

submodel, as expected there is very little difference in the parameter estimates, as this contains 

the exact same parameterisation from the two joint models (see Table 4-3). For both the 

competing risk joint model and CPDJM, the parameter estimates for the recurrence time-to-

event submodels are very similar. For the unrelated deaths time-to-event submodel, it is noted 

how the parameter estimates for tumour features stage and grade are statistically significant 

and negative, indicating a ‘protective’ effect of more severe disease presentation on risk of 

unrelated death as a first event. This protective induced effect has been reported in the 

literature, and simply shows how patients with more severe stage and grade are more likely 

to experience recurrence first, rather than dying first of non-disease related causes [197,198]. 

A similar phenomenon is observed for bicalutamide, patients who received bicalutamide 

appeared to have lower risk of first event of recurrence (HR=0.70) compared to LHRHa 

(conditional on all other prognostic factors and PSA being fixed). Therefore, it could be more 
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likely to observe a non-prostate cancer death as the first event in this group of patients. 

However, as stated in Chapter 4, it is worth reminding that only 13% of patients received 

bicalutamide and they presented with generally better prognostic factors than those receiving 

LHRHa and hence likely confounds this results and explains why they are less likely to recur 

as a first event [17]. Further discussion and explanation of the bicalutamide findings can be 

found in section 6.4.  

The only independent prognostic factor of unrelated deaths from those considered is age. This 

is not unexpected. Each additional year above 69 years of age (mean in the population) 

significantly increases the risk of both recurrence and unrelated death, albeit with a small 

absolute increase in risk (4-5%).  

I also quantified the association of the trajectory of PSA, i.e., using its value and rate-of-change 

(Table 6-1). The log-hazard ratio parameter estimates for each joint model for the value (log-

HRstandard = 4.52, log-HRCR = 4.61, both p<0.001), and for the gradient (log-HRstandard = 2.08, log-

HRCR = 2.16, both p<0.001) are remarkably similar for the impact on risk of recurrence. The 

competing risk joint model also quantifies the impact of PSA upon the competing risk of death. 

Specifically for the value of PSA, log-HRCR = -0.39, p<0.001, i.e., a unit increase in log(PSA) 

reduces the risk of observing death unrelated to prostate cancer as a first event by 32% = 1 −

exp(−0.39). Again, this seems to be a protective effect induced by PSA being a strong predictor 

for recurrence as a first event, as there is no biological rationale for PSAs to be a protective 

effect for the competing event.  
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Table 6-1 parameter estimates of the time-to-event outcomes, comparing the competing risk joint model specification (left) to the standard joint model (right, developed in chapter 
4); ref = reference level, HT = hormone therapy, LHRHa = Luteinizing-hormone-releasing-hormone analogue, PCa = prostate cancer.  

Survival submodel Competing risk JM Standard JM (Chapter 4) 

Outcome: PCa recurrence log-HR SD 2.50% 97.50% p-val 𝑹̂ log-HR SD 2.50% 97.50% p-val 𝑹̂ 

Arm: 57gy/19f (ref 74gy/37f) -0.023 0.21 -0.428 0.384 0.909 1.002 -0.013 0.213 -0.433 0.403 0.953 1.001 

Arm: 60gy/20f  0.007 0.176 -0.334 0.351 0.982 1.003 0.009 0.18 -0.343 0.365 0.966 1.007 

Gleason score       (ref ≤ ) 0.6 0.152 0.302 0.9 <0.001 1.004 0.595 0.161 0.287 0.91 <0.001 1.001 

Gleason score: 4+3 1.025 0.174 0.686 1.371 <0.001 1.003 1.016 0.182 0.667 1.374 <0.001 1.003 

Gleason score: 4+3 0.929 0.331 0.283 1.573 0.006 1.003 0.914 0.346 0.24 1.601 0.009 1.002 

T-stage: T2 (ref T1) 0.382 0.141 0.1 0.652 0.009 1.008 0.382 0.149 0.098 0.679 0.006 1.002 

T-stage: T3  0.884 0.217 0.46 1.31 <0.001 1.002 0.879 0.23 0.419 1.325 <0.001 1.004 

HT: 150mg bicalutamide (ref LHRHa) -0.359 0.181 -0.72 -0.006 0.046 1.002 -0.36 0.191 -0.738 0.003 0.053 1.003 

(Age-69) yrs  0.052 0.01 0.032 0.072 <0.001 1.002 0.052 0.011 0.03 0.073 <0.001 1.001 

log(PSA(t)) 4.614 0.228 4.197 5.08 <0.001 1.015 4.521 0.233 4.072 4.987 <0.001 1.007 

d log(PSA(t)) / dt  2.155 0.18 1.814 2.526 <0.001 1.044 2.075 0.176 1.737 2.43 <0.001 1.008 

Outcome: death unrelated to PCa              

Arm: 57gy/19f (ref 74gy/37f) -0.078 0.238 -0.544 0.381 0.744 1.002       

Arm: 60gy/20f  -0.169 0.223 -0.607 0.261 0.455 1.002       

Gleason score       (ref ≤ ) -0.607 0.2 -1.001 -0.208 0.002 1.003       

Gleason score: 4+3 -1.203 0.242 -1.671 -0.727 <0.001 1.003       

Gleason score: 4+3 -1.144 0.477 -2.099 -0.223 0.016 1.002       

T-stage: T2 (ref T1) -0.328 0.187 -0.692 0.046 0.082 1.008       

T-stage: T3  -0.706 0.303 -1.311 -0.126 0.016 1.003       

HT: 150mg bicalutamide (ref LHRHa) 0.446 0.249 -0.045 0.934 0.074 1.002       

(Age-69) yrs 0.042 0.015 0.013 0.07 0.004 1.003       

log(PSA(t)) -0.385 0.097 -0.579 -0.197 <0.001 1.005       

d log(PSA(t)) / dt  0.27 0.135 0.01 0.543 0.042 1.005       
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6.3.3 Predictive performance 

I appraise the predictive performance of the competing risk joint model for the main outcome 

recurrence using both model-based performance metrics and the IPCW approach, and 

compare the results with the standard CDPJM (obtained in Chapter 4). Figure 6-3 evaluates 

and compares the apparent predictive performance (AUC & Brier score) for the predictions of 

recurrence by eight years.  

 

Figure 6-3 compares the IPCW and M-B methods applied to both the StdJM and CRJM in assessing each of its 
apparent validation metrics for the AUC (top) and the Brier scores (bottom) at each landmark time to predict up to 
a horizon time of eight years. AUC = area under the receiver operating characteristic curve; IPCW = inverse 
probability of censored weighting; M-B = model-based; CRJM = competing risk joint model; StdJM = standard joint 
model (chapter 4).  

For the competing risk joint models, the AUC metrics are similar to one another in the first 

three landmark years, then the IPCW is superior to the model-based approach from three 

years onwards. These competing risks metrics supersede the standard model AUCs in the first 

three years, with the IPCW competing risk performing best across all landmarks, with a 

maximum AUC of 0.89 at landmark 6 years. The standard model-based AUCs are superior to 

the model-based competing risk from landmark time four years and onwards.  

For the overall predictive performance, the Brier loss function score follows a similar pattern, 

with all estimates being very similar at all landmark times; a reduction in the prediction error 
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is seen from landmark time at three years and onwards. The lowest (best) Brier score is given 

by the IPCW competing risk framework across all landmarks, the model-based competing risk 

gives the highest scores, particularly at the latter landmarks. The standard (non-competing 

risk) joint model, both frameworks give near-identical scores.  

6.4 Discussion 
In this chapter, I have further extended the CDPJM to explicitly consider the competing risk 

of death unrelated to prostate cancer, rather than treat that outcome as censored. This is 

theoretically to correctly consider those deaths as a terminal event. However, I compared the 

cumulative incidences for each outcome using a standard one minus Kaplan-Meier estimator, 

to the competing risk cumulative incidences which found to be nearly identical until five years 

of follow-up and not to be considerably different at ten years. Though these are small, the 

differences are expected to rise given the ageing population of patients in the CHHiP trial. I 

produced examples of the dynamic predictions, similarly to Chapter 4.4.4, where predictions 

of the two competing outcomes are depicted, however the focus is not in predicting the 

competing risk outcome of an unrelated death but predicting risk of recurrence accounting for 

the competing event (see dynamic predictions presented in Appendix C, Supplementary Figure 

C1). 

The apparent validation metrics were by and large similar between the standard and 

competing risks joint models. It was shown that the IPCW competing risk metrics had the best 

appraisals of the competing risk joint model. It is worth noting that the predictions of 

recurrence from the standard IPCW- and model-based metrics were remarkably similar across 

all landmarks.  

The cause-specific hazard ratios between the standard and competing risks joint models for 

recurrence are expectedly similar, as the predictions for the primary outcome should not 

change much. The effect of bicalutamide appearing to reduce the risk of recurrence, compared 

to LHRHa, is as observed in Chapter 4, whilst conditioning on PSA and prognostic factors. 

The borderline significance of this result is somewhat surprising, as it is known to be less 

effective than LHRHa in advance-stage disease [199,200] and no known improvement in 

biochemical failure rates in a case-control matched study [201]. There are no known 

randomised trials comparing LHRHa and bicalutamide in the radiotherapy setting, however 
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a large meta-analysis of almost 10,000 men showed that bicalutamide in addition to the 

standard of care (radical prostatectomy, radiotherapy, or watchful waiting) was not beneficial 

compared to the addition of androgen deprivation therapy [202]. Selection bias is a factor in 

this nonrandomised comparison, which confounds this result. These were younger patients 

with proportionately less tumour in their biopsies and would have naturally better prognosis 

thus conditioning on covariates related to positive core biopsy data may remove the observed 

bicalutamide effect [17,203].  

For the competing risk event, it is observed that worse prognostic factors for recurrence have 

a significant protective effect on death, i.e., for those patients who are more likely to experience 

recurrence first, they would be less likely to experience an unrelated prostate cancer death 

before recurrence. Conversely, those older patients with lower PSAs and better recurrence 

prognostic risk factors are more likely to experience non-prostate cancer related death first. In 

addition, it appears bicalutamide raises the risk of non-prostate cancer related deaths, 

compared to LHRHa. These results are likely explained by the better prognosis of the patients 

who received bicalutamide, therefore implying a greater probability of observing (not 

causing) the competing event deaths first, though this was not significant at the 5% level (p-

val = 0.074). In this study, other prognostic factors such as smoking history, socioeconomic, 

cardiovascular risk profiles, treatment decision rationales, and other comorbidities were not 

captured which could be useful in explaining these competing events. It was noted in Table 

6-1 that bicalutamide appeared to increase risk of the competing event. One possible 

explanation for this result is that many patients who received bicalutamide were from Belfast, 

Northern Ireland. Where according to the Office of National Statistics (ONS), male life 

expectancy is slightly lower in there, compared to England where the majority of patients were 

treated, potentially confounding this result [204]. As expected, the only true prognostic factor 

associated with the competing event is age, which is also associated with recurrence.  

I considered model and IPCW-based metrics to appraise the predictive performance of the 

joint models. There were some differences, particularly in the AUC for the performance 

metrics of the competing risk joint model between the modelling-based and IPCW 

approaches. There were some modest improvements in the overall predictive power of the 

competing risk model, with a lower Brier score in the earlier landmark times, exhibiting a 
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similar trend. The advantage with the IPCW approach is that the estimators are inherently 

model-free, i.e., the correctness of the specification of the joint model used to elicit the 

predicted probabilities 𝜋𝑖(𝑢|𝑡) is not assumed and therefore leads to unbiased estimates of 

AUC & the Brier score [88]. In the examples provided by Blanche, they use a joint latent class 

model which has fewer parameters in the joint model, compared to the shared-parameter joint 

model (i.e., no association structure is required to be defined) and hence their proposed 

metrics may well be better suited. However Rizopoulos and colleagues argue that there are 

biases that are elucidated using IPCW, including censoring being dependent on the 

longitudinal biomarker response that is not accounted for [55]. This could go some way to 

explaining the disparities between the two approaches, i.e., the model-based accuracy 

measures correctly accounting for such dependence on the censoring distribution.  

Some limitations are that it is not trivial (e.g. computationally time-consuming) to calculate 

the validation metrics, certainly for the model-based approach, for a competing risk 

parameterisation of the joint model. For this reason, I only considered the apparent metrics 

for AUC and the Brier score. There have been some recent approaches to assess model 

performance in the presence of competing risks using a fully specified modelling approach, 

such as calibration using the integrated calibration index by Austin and Geloven [205,206]. 

However, they focus on baseline Cox proportional hazards models exclusively; it is not 

straightforward to apply them to competing risk dynamic joint models.  Another limitation of 

this work is the use of apparent metrics only. No resampling methods such as cross-validation 

or bootstrapping were used to evaluate the CR model (nor for the external validation 

presented in Chapter 5). However, given the small differences between the corrected 

bootstrap and apparent metrics of Chapter 4 (Table 4-7 & Appendix A Supplementary Table 

A2), I suggest there will be perhaps little differences in the metrics if resampling methods were 

to be applied here and find that there is in fact minimal over-optimism.  

For the predictive performance metrics (section 6.2.2), the ‘control’ was defined as a patient 

who has not had recurrence in the interval of interest, but could be censored by the horizon 

time or could have experienced the competing event. There is an alternative approach of 

defining the control as only those patients who are truly censored by the horizon time 𝑢 

[87,207].  I opted for the former given there are more patients included in this definition and 
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therefore more patients contribute towards the weights and the numerator in the Brier score, 

and hence give more conservative estimators for the model-based approaches.  

A frequentist competing risk joint modelling framework applied to prostate cancer was 

developed by Ferrer and colleagues [111], presented in one of the 12 review articles of Chapter 

3. They developed estimators for the AUC and mean squared prediction error (equivalent to 

the Brier score), though appraisal of these estimators is inherently model-free in the simulation 

studies they performed, as no censoring was considered. 

I assessed predictions at 𝜋𝑖(𝑢 = 8|𝑡 = {0,… ,7}) and did not explore other prediction window 

procedures. It is possible that in an ageing population, predictions of recurrence beyond that 

of a horizon time of eight years would be more appropriate. It is also worth noting that the 

competing risk approach might perform better at latter horizon times and performance may 

be negligible at shorter horizon times. Regardless of the estimators used, it is apparent that 

the improved performance of the model at 5 years (AUC=0.78—0.85; BS=0.06—0.09) and 

onwards, suggests an optimum lead-time of 2 years, in line with what was presented in 

Chapter 4. The CHHiP snapshot was taken in October 2019 with a median of ~8½ years of 

follow-up. I would suggest in future work assessing predictions with an updated snapshot of 

at least a horizon of ten years or beyond and investigating other prediction windows of 

interest, for example two or five years from present-day landmark.  

The competing risk framework is a special case of the multi-state model. It would be possible 

to consider intermittent progressive events similarly to Ferrer [110] which were presented in 

Chapter 3.6. This would be an interesting approach to use PSA to model the progression of 

the disease beyond that of biochemical failure. However as previously mentioned, progression 

through the states to possible distant and metastatic end stages is not the focus of this thesis.  

One could consider further joint modelling extensions, such as the inclusion of a cure 

submodel component, whereby a proportion, or fraction, of patients are assumed to be 

“cured” and will not experience any recurrence ever. Survival models for a single time to 

event, such as the Cox proportional hazards model, assume that all patients will eventually 

experience the event, 𝑆(𝑡 → ∞) = 0, which may not be the case for the event of interest in a 

competing risk setting. Localised prostate cancer is by and largely a long-term disease. It is 
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true that many patients will never experience recurrence, but this can never truly be observed, 

i.e., CIF𝑘(𝑡 → ∞) = Pr(𝛿 = 𝑘). Fitting these types of models is non-trivial, due to the 

assumptions required of the proportion of the cured fraction, together with the complexity of 

adding a further third submodel component to the joint model. However, this will certainly 

be of interest to clinicians in the localised setting, particularly as stereotactic body 

radiotherapy (SBRT) becomes the norm, maximising the efficacy of SBRT in progression-free 

survival; this approach should be considered for future work.  

To conclude, I demonstrated that the framework to extend the joint model when considering 

the competing event is feasible, and predictions can be extracted reasonably easily. Despite 

the additional model complexity, it may give more accurate discrimination and improved 

predictive performance, although its improvement from the standard model may be modest 

and may depend on the horizon time of prediction. Interestingly, the metrics are considerably 

improved using the IPCW approach. Regardless of the increased complexity of the competing 

risk CDPJM, this will be of interest to clinicians if predictions of non-cancer related deaths are 

of interest; certainly an increasing proportion of these competing events will be the case at 

later follow-up times in an ageing population, which need to be correctly accounted for. 
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Chapter 7 – Concluding remarks 

7.1. Summary 
The overarching aim of this thesis was to develop a dynamically updated predictive model, 

in order to characterise a patient’s personalised prognosis after radical treatment of their 

localised prostate cancer. Historically, traditional clinical predictive models (e.g. implemented 

via Cox proportional hazard modelling) were based solely on baseline information. Here I 

maximise the use of PSA measurements routinely collected over time, to use all the available 

information in addition to known baseline prognostic factors, to improve precision and 

predictions of prognosis dynamically.  

Joint modelling using longitudinal PSA to predict recurrence is well founded and has been 

used previously to inform predictions of prognosis in an updated or dynamic manner 

[84,108,111]. There are several novel contributions made in this thesis, which are as follows. It 

provides a prognostic model for patients treated with hypofractionated radiotherapy, using 

well-curated clinical trial data from a large-scale phase III RCT, CHHiP, where two thirds of 

patients received hypofractionation.  In addition and compared to previous studies modelling 

recurrence in localised prostate cancer reviewed in Chapter 3 – Literature Review, CHHiP 

patients also received neoadjuvant and concurrent hormone therapy, which changes the PSA 

trajectory. Additionally, the in-treatment phase is also modelled from patients presenting PSA 

as the time origin and fully captured their PSAs in this thesis. To this author’s knowledge, this 

is the first dynamic predictive tool developed using outcomes following contemporary 

hypofractionated radiotherapy schedules with hormone therapy. This translational 

prospective analysis made use of data from two additional RCTs to maximise clinical utility 

over-and-above answering their trial-specific hypotheses for external validation. Finally, this 

thesis extended the use of validation metrics of the predictive joint model in a competing risk 

setting, comparing the IPCW and model-based approaches in a dynamic framework.  

I started by synthesising and appraising the current and relevant literature in the use of the 

joint modelling methodology applied to prostate cancer clinical studies in Chapter 3. I focused 

my review on the model specification for the PSA trajectories over time and the different 

prostate-related event intended to predict, in addition to identifying appropriate predictive 
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performance tools in this setting. This literature review has been published in a methodology 

journal [41]. In conducting the review, I identified key differences between the clinical scenario 

I was aiming to model in this thesis, and in the previous studies. I utilised PSA measurements 

at presentation of prostate cancer and throughout treatment. I directly modelled these 

longitudinal PSAs with a flexible cubic splines model, while previous studies used a 

parametric parameterisation, including an exponential decay-growth model [208,209], and 

variations therein [63,194]. Moreover, while these studies would model PSA trajectories from 

the end of conventional EBRT, in this thesis I considered RCTs where patients had hormone 

therapy prior, and then concurrently to hypofractionated or conventional radiotherapy 

schemes, so PSA was captured and modelled throughout the entirety of their treatment (i.e., 

from start of hormone therapy) and follow-up.  

The review formed the basis and rationale in the modelling undertaken in Chapter 4; 

particularly in predicting clinical failures, often associated with an increase in the PSA 

biomarker post-treatment, indicating (possible) cancer recurrence. The models developed and 

presented in this thesis address and quantify the improvement in predictions of recurrence 

when considering longitudinal PSA, compared to a model with baseline prognostic and 

treatment factors only. I have shown that longitudinal PSA trajectories are predictive, and 

certainly so from three years of follow-up and onwards. The time-dependent AUROC is 

improved, the predictive error loss function (Brier score) as an overall measure of predictive 

performance is minimised, as well as improving calibration (see Table 4-7). I also introduced 

dynamic predictions for individual patients, to extract and maximise clinical utility, and 

derived PSA thresholds that are indicative of good prognosis. For instance, PSA ⪅ 0.23ng/mL 

post-nadir is prognostically particularly good at 3 years, while PSAs less than 0.34 and 

0.41ng/mL at years 4 & 5 respectively are associated with minimal (<5%) risk of recurrence by 

8 years [42].  

Chapter 5 set out to validate the developed model of Chapter 4, albeit reduced to exclude 

treatment so that the model was applied to more general hormone therapy and radiotherapy 

regimes, where differences in the exact antiandrogen analogues and radiotherapy schedules 

could vary from CHHiP. By and large, the model performed well externally; somewhat 

surprisingly in the external validation RADAR was markedly improved compared to the RT01 
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trial, as might not have been expected given RT01 is more similar to CHHiP than RADAR. The 

model did not appear to perform as well in the RADAR trial in the cohort of patients who 

received a 6-month short-course androgen suppression compared with the 18-month 

androgen suppression schedule. This was most likely due to improved outcomes in the 18-

month schedule (and most similar to CHHiP’s recurrence-free survival), compared to the 6-

month schedule (see Appendix B Supplementary Figure B1). 

Chapter 6  sought to extend the joint model to account for a potential competing event of death 

unrelated to prostate cancer, as opposed to censoring those patients at their time of death, 

which may have an impact on the estimation of the cumulative incidence of recurrence. 

Dynamic predictions are demonstrated with the cumulative incidences of both outcomes 

(shown in Appendix C Supplementary Figure C1). Predictive performance of the dynamic 

predictions using the competing risk joint model was conducted with two frameworks: the 

model-based weights, and the inverse probability of censoring weighting approaches, to 

account for censoring to derive valid estimates of predictive accuracy. The advantage of the 

IPCW method is that it is inherently model-free and does not assume correct specification of 

the model, unlike in the model-based method. However as discussed in the previous chapter, 

it is known that the model-based estimation method, given the joint model is well calibrated, 

correctly accounts for the fact that censoring can depend on the observed PSA concentrations, 

unlike IPCW [55,102].  

7.2. Discussion and future work 

7.2.1. Methodology used 

The main focus in this thesis has been the use of the shared-parameter joint model 

[102,210,211], popularised by the work of the AIDS pandemic in directly modelling 

concentration of CD4 cells [212,213]. Although it is a natural way to model such data, it is a 

very computationally intensive process as it requires integrating over the random effects and 

all possible biomarker trajectories it can take from the landmark to horizon times. To model 

the nonlinearity of PSA, without imposing specific parametric assumptions, I opted for 

flexible natural cubic splines. In general, it should be robust to departures and misspecification 

as most patients exhibit a similar trajectory, given the treatment and starting follow-up 

similarities. There are some assumptions in correctly specifying the joint distribution between 
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PSA and recurrence and the distributional assumptions of PSA. A correctly specified joint 

distribution will lead to consistent predictions, ℎ𝑖(𝑢|𝑦𝑖(𝑡)) = 𝔼{ℎ𝑖(0|𝑦𝑖(𝑢))|𝑦𝑖(𝑡)}, 𝑢 > 𝑡, i.e., 

the expectation is the sample path of PSA from present landmark time 𝑡 to horizon time 𝑢; 

implying the prediction made at 𝑢 should be achieved at landmark time 𝑡 by integreatng over 

the probability density function of PSA within the interval [𝑡, 𝑢] [55,214]. Joint modelling can 

also produce predictions at any landmark timepoint.  

A Bayesian framework for estimation was implemented, which has several advantages 

compared to the frequentist framework. The Bayes paradigm is based on updating the 

posterior as more information becomes available, which is precisely what this thesis intended 

to achieve, i.e., dynamic predictions for an updated consideration of a patient’s prognosis as 

added information (such as being alive to attend clinic, with a new PSA reading) becomes 

available. It has greater computational efficiency, easier interpretation of hypothesis testing, 

and the flexibility to amend and impose different informative priors to certain parameters (e.g. 

informative slab-or-spike priors) given information elicited from clinicians that may not 

necessarily be  captured through the available covariates (e.g. information from scans, positive 

core biopsy proportions). The differences in implementing priors to the overall posterior has 

been explored by Fornacon-Wood [157].  

In the literature review (Chapter 3), comparisons were made with other types of modelling 

(e.g. landmarking) and more recently landmarking 2.0 proposed by Putter & van 

Houwelingen to bridge the gap between the two techniques [60]. In this updated landmarking 

approach, the conditional survival function of the joint model is approximated by taking the 

expectation inside the integral and linear predictor. Landmarking violates the consistency 

condition above, as it can only make predictions at a specific timepoint (not at any time like 

joint modelling can). However, it does not need specification to the biomarker process and it 

is satisfactory for deriving dynamic predictions whilst not being as computationally intensive 

[59,62].  

An alternative type of modelling that can bridge the gap between these two frameworks is the 

use of copulas. Gaussian copulas are typically used to model the joint distribution between 

the biomarker and time-to-event. They are advantageous as goodness-of-fit can be assessed, 

with quick and straightforward estimation. Copulas specify the marginal distribution of PSA 
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at each time without having to explicitly specify the longitudinal process [215]. Copulas have 

been applied to a prostate cancer study, but longitudinal clinical failure is used to predict 

death instead of longitudinal PSA [132].  

At the start of this PhD there was much work on the formatting to the counting-process of the 

CHHiP dataset, the update of data snapshots, and centrally reviewed deaths that impacted on 

the event endpoints (e.g. whether some observed deaths were truly prostate cancer related, or 

otherwise). Similar formatting to the counting-process was substantially replicated for the 

RADAR and RT01 trials too, whereby the author replicated their respective primary analyses 

and substantive worked performed on formatting the data, in order that it could be used with 

the developed CHHiP CDPJM.  

In this thesis, I also explored the JLCM, introduced in chapters 2 & 3, as an alternative to the 

shared-parameter joint model. There are several advantages to modelling under this 

framework, like assuming further heterogeneous patient population, with each population 

having their own specific trajectory of the PSA biomarker; not assuming a specific association 

structure; or it being less computationally burdensome to estimate, given that to compute the 

log-likelihood it is only needed to integrate over the latent classes (rather than over the 

random-effect distribution in the shared-parameter framework) [66,84]. I explored and 

applied this framework to CHHiP early on in my PhD studies, though I found that there were 

no discernible classes that distinguished between risk groups beyond that of a non-

recurrence/censored and recurrence trajectory. There was also the exploration of the 

frequentist joint modelling framework, using the R package JM [104]. Much of the provisional 

work was done within the predecessor package, JMbayes [71], where this author made open-

source contributions. This author and supervisors plan to submit further publications 

featuring the work of Chapters 0 & 0. Code has been developed for this thesis, however 

currently embargoed whilst discussions were ongoing as to the appropriate dissemination of 

the potential of the model to be published as proprietary software. There are plans in future 

to publish the code to a public repository such as GitHub.  

As discussed in Chapter 3.7, joint modelling has been dubbed an artificial intelligence (AI) 

method [146], though some commentators may dispute this as, fundamentally, the submodels 

are based on statistical likelihood. It stands to reason that AI and machine learning (ML) 
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approaches can be undertaken for dynamic predictions using longitudinal PSA biomarker 

data. These include deep learning, recurrent or convolutional neural networks (R/CNNs), 

which can handle longitudinal data and include survival information as an outcome [216]; a 

survival analysis model that is integrated with a machine learning model such as a random 

survival forest (RSF) [217].  

Once such recent method in the literature is the use of Dynamic-DeepHit, a deep neural network 

[218,219]. It is a flexible ML method that can handle competing risks, that ‘learns’, using the 

longitudinal measurements, a data-driven time-to-event distribution. This approach removes 

the need to explicitly model the functional forms, nor make any parametric assumptions on 

either of the underlying outcomes and learns the complex relationship between the PSA and 

recurrence. This model has been used for prostate cancer patients on active surveillance to 

predict the risk of an upgrade to ≥ CPG3 using PSA, MRI and biopsy both at baseline and 

updated over follow-up; they also created and demonstrated the model in a practical 

application (Lee et al., 2022).  

A pre-treatment localised prostate cancer study by Dai et al (2022) focuses on predicting a 

composite endpoint of PSA > 50ng/mL, metastasis or prostate cancer-related mortality. In 

particular, they use deep learning models, a recurrent deep survival machine (RDSM) and 

compare with RSF and a gradient boosting machine (GBM) [221]. For their composite 

endpoint, PSA is far beyond a typical localised biochemical failure definition, and they justify 

this by evaluating prognosis over a shorter timescale and before any treatment; as in clinical 

practice, one would rarely wait for a PSA to get that high before commencing treatment. They 

also include time-dependent age at each test and duration between each test from diagnosis, 

which could be redundant as this is inherently considered at baseline. Another study uses the 

XGBoost AI algorithm to predict 10-year prostate cancer mortality using 30 baseline 

prognostic factors [222].  

There are other studies that use these AI/ML algorithms to predict prostate cancer recurrence. 

One such study uses CNNs on microscopic images of histopathological tissue to predict 

biochemical failure in a case-control study from radical prostatectomy patients; though not 

necessarily using PSA as a primary predictor [223]. In Toth et al., RSFs are used to detect 

genome-wide DNA methylation changes to identify patterns of expression corresponding to 
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prostate cancer progression between patients with good or poor prognosis, however they only 

use baseline and not longitudinal information to make those predictions [224].  

ML and in particular, deep learning models lend themselves well to large datasets for them to 

be of use, but, though there are many ML/AI algorithms in development, which are growing 

in popularity, there is rarely any justification of their sample size [225]. Indeed, one would 

need at least a ten-fold increase in CHHiP’s sample size for it to be considered worthwhile to 

use these deep learning approaches, particularly when the effective sample size is the number 

of events (rather than individual patients), which is comparatively low and gives rise to 

overfitting [226]. However in other medical domains, there are many papers comparing 

regression-based approaches to AI/ML, showing there is no superior performance of the latter 

over the former [227–230].  

7.2.2. Specification of the model to predict prostate cancer 

recurrence 

A snapshot of the CHHiP data taken on October 2019 (median 8½-year of follow-up) was used 

for the development of the clinical dynamic prediction model. In preparation for the updated 

10-year analysis of CHHiP, a more updated snapshot is now available with additional data. 

This can be used to perform validation using data from those same patients who continued in 

follow-up from the October 2019 snapshot. Though these patients have been observed before 

and their random-effects known, this would be a pseudo-internal-external validation, which 

has been done similarly to Taylor and Yu [86,107].  

Despite there being little (absolute) difference between the correctly specified cumulative 

incidence in the presence of competing risks and 1 − KM estimator (censoring the competing 

event), due to the long-term follow-up of CHHiP, it will be expected that patients’ overall 

survival will drop given the age of patients at recruitment (mean of 69 years old). This was 

evident in the 10-year updated CHHiP analysis recently presented (GU ASCO, Feb 2023), 

which showed that beyond 10 years the overall survival was ~80%, with only 15% of all-

known causes of deaths related to prostate cancer; overall survival dropped to ~60-65% at 14 

years after randomisation [34]. A competing risk analysis could allow for more accurate 

predictions if the goal were to predict at an extended time horizon of say ten years and 

beyond.  
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Competing risk joint models can provide further clinical utility when considering 

observational data, distinct from data curated from randomised clinical trials. Observational 

datasets often reflect real-world complexities that are not necessarily captured in clinical trials, 

e.g. patient diversity. Clinical trials have strict inclusion and exclusion criteria, leading to a 

more homogenous patient group. By contrast, observational studies capture a broader, more 

varied patient population, making the presence of competing risks more prevalent. 

Additionally, observational studies often have less frequent and structured follow-up 

compared to the stringent protocols of clinical trials. For instance, the CHHiP trial has a cut-

off of ten years where these follow-up visits were at frequent prespecified intervals. However, 

many competing risk events may occur after such trial follow-up has concluded. This is 

particularly relevant in diseases affecting older populations, like prostate cancer. In these 

groups, observational data may have more competing risk events, since recurrence events 

might not be as rigorously recorded as they would be in a clinical trial setting.  

The focus of the entire thesis has been using longitudinally collected PSA to predict clinical 

endpoints of recurrence only, there has been no consideration for clinician- or patient reported 

outcomes. These outcomes are recorded to report normal tissue effects to capture toxicity of 

(hypofractionated) radiotherapy. However, toxicities and side effects are not known to predict 

localised recurrence, and thus not accounted for in the model. There has been some recent 

work in using early reported toxicities to predict the likelihood of later side effects [231]. Joint 

models could also be used to extend current work to investigate the dosimetric determinants 

of radiotherapy toxicity, i.e., to predict the likelihood of experiencing late-onset adverse 

events.   

I have only considered PSA over time as a potential predictor for recurrence, given its 

availability in CHHiP pre-planned data collection. However, it is well established that 

androgens (e.g. testosterone) are a key driver of prostate cancer growth and that PSA 

expression is regulated by androgen receptor activity [232–234]. Lower testosterone levels 

after radical prostatectomy treatment have been shown to be associated with unfavourable 

outcomes and increased risk of biochemical failure [235,236] and for radiotherapy [237], but 

in another study testosterone change was not predictive [238]. In the RADAR external cohort, 

longitudinal testosterone was also collected. The use of testosterone in the presence of PSA 
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could serve as a useful indicator of recurrence, or false positives of biochemical failure (e.g. 

simultaneous PSA and testosterone recovery could indicate flares or bounces). There are 

scenarios where testosterone could be helpful to ascertain the type of failure (or indeed cure). 

When PSA levels remain low, and testosterone has recovered back to normal pre-treatment 

levels indicates healthy post-treatment recovery. Where PSA and testosterone continually 

increase together post-treatment (where PSA does not plateau) could represent either clinical 

failure or a PSA ‘bounce’ [239]. Clinical failure with rising PSA may be controlled with 

intermittent salvage androgen suppression [240]. In this scenario, one can imagine PSA and 

testosterone drop after intermittent androgen suppression.  

When salvage treatment ceases to be effective, PSA would be expected to increase whilst 

testosterone remains very low, indicating that the disease has become castrate resistant 

prostate cancer (CRPC). Accumulating evidence has shown that prostate cancers develop 

adaptive mechanisms for maintaining androgen receptor signalling to allow for survival and 

further evolution [241]. The mechanism of androgen receptor pathway modification and types 

of further therapeutic interventions (e.g. abiraterone or anti-androgens such as enzalutamide 

[242]) would be key to evaluating the testosterone and PSA relationship. In the case of 

testosterone synthesis inhibition, LHRH agonists and abiraterone, both testosterone and PSA 

would reduce proportionally, in the case of androgen receptor antagonists, such as the 

antiandrogens bicalutamide or enzalutamide, testosterone and PSA would not reduce 

proportionally, and therefore would need to be accounted for. Though the metastatic pathway 

is beyond the scope of this thesis, it is possible to model it with joint models in with a 

multivariate-multistate process (reviewed in Chapter 3.6.3) and incorporate testosterone with 

the reported outcomes already mentioned, in future work; this may have some additional 

benefit to reflect symptoms of recurrent disease [110,131].  

Although CHHiP provided the evidence to implement hypofractionated EBRT regimes in 

clinical practice, there is a trend for even shorter treatments, achieved using stereotactic body 

radiotherapy (SBRT). Within the PACE study (NCT01584258), there are three independent 

trials currently being conducted by the ICR-CTSU. PACE-A evaluates SBRT to radical 

prostatectomy, PACE-B and PACE-C, which will combinedly recruit over 2,000 patients to 

compare (hypofractionated) conventional radiotherapy to SBRT (36.25Gy in just 5 fractions). 
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The PACE-B trial is for lower risk patients who have not received hormone therapy; PACE-C 

is for higher risk patients who are receiving 6 months of neoadjuvant hormonal therapy. When 

these trials and data have sufficiently matured in their follow-up, future work can include 

applying the developed CDPJM to ascertain whether it is generalisable to patients who have 

undergone SBRT and those who have not received short-course hormones. Like in the external 

validation performed in Chapter 5, it may be the case that baseline hazard adjustment will 

need to be made, particularly for PACE-B who have a lower NCCN risk profile compared to 

CHHiP patients.  

The baseline covariates adjusted for in the model used known factors to be predictive of 

recurrence. Clinical T-stage was used instead of MRI defined stage due to better data 

completeness. Other known prognostic factors could not be implemented due to missing data, 

such as proportion of positive core biopsies [243,244], missing in a third of CHHiP patients. In 

Chapter 4, it was noted that 145 (5%) of CHHiP patients were not included due to missing 

covariates, a complete-case analysis was undertaken. There are known biases with complete-

case analysis and that multiple imputation is recommended [245]. However, 90 patients had 

no hormone therapy and 5 received maximal androgen blockade, and therefore not eligible 

for imputation. Imputation could have been performed on the remaining 26 patients with 

missing baseline covariates. A further 24 patients had no longitudinal PSA. Imputation for this 

setting is more complicated but can be performed using a flexible fully conditional 

specification from the JointAI R package [246]. Given so few patients eligible for imputation 

were excluded, they are unlikely to have influenced any of the modelling procedure.  

In a recent translational sub-study of CHHiP, immunohistochemistry (IHC) biomarkers were 

assessed on the diagnostic tissue sample for their predictive ability to radiotherapy 

fractionation response and prognosis [182,247,248]. Ki67 is a marker of cellular proliferation; 

it was found to be a strong independent predictor for recurrence [182]. Further work has been 

done to ascertain whether other IHC markers (e.g. HIF1α, Bcl-2, Ki67, Geminin, p16, p53, p-

chk1 and PTEN), in the presence of established prognostic factors, are independently 

predictive of recurrence. Geminin (a proliferative marker), Ki67, and PTEN were prognostic 

[247].  Other markers are known to exist such as PCA3 [249], though it is unclear if it can be 
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used to predict recurrence after radical treatment. Another prostate cancer marker, TMPRSS2-

ERG, was not found to be predictive of biochemical failure in a meta-analysis [250].  

PSMA (prostate-specific membrane antigen) is another well founded biomarker and target, 

discovered in the 1980s [251]. It is an established target for molecular imaging techniques, such 

as PET scans, which allow for non-invasive visualisation of prostate cancer and assessment of 

its progression. It is possible to detect recurrence using prostatectomy specimens IHC staining 

for PSMA, particularly at low PSA levels after radical prostatectomy. Ross et al. found that 

PSMA overexpression was independently predictive of biochemical recurrence [252]. PSMA 

has been used for earlier detection of recurrence with patients being recharacterised with 

nodal and metastatic spread that would have historically been considered localised [253]. 

PSMA (68Ga-PSMA-11-PET) can also be used to confirm possible false-positives of 

biochemical recurrence, [254,255]. 

There exist consortia of radiogenomic studies to determine whether the inclusion of patient 

genomic data such as single nucleotide polymorphisms (SNPs) can be used to aid the 

prognosis of prostate cancer. Such data could in theory be extracted from the UK Biobank, 

PRACTICAL and/or RAPPER translational studies [256–258]. Studies have sought to quantify 

the profiling of SNPs on predicting biochemical failure post-treatment. One such study by 

Morote et al. showed a significant improvement in predicting biochemical failure after radical 

prostatectomy; the three genotypes associated with recurrence were KLK2 (rs198977), 

SULT1A1 (rs9282861) and TLR4 (rs1536889) SNPs [259]. In another study in radical 

radiotherapy, two SNPs were associated with biochemical failure: ERCC2 (rs1799793) & EXO1 

(rs4149963); MSH6 (rs3136228) was associated with poorer overall survival [260].  

Despite the prognostic evidence available for these additional biomarkers, they are not all yet 

routinely collected. This thesis provided strong predictive evidence of recurrence (in 

particular, biochemical failure) using only established baseline clinical variables, treatment, 

and repeatedly collected PSAs, without the need for these additional markers, which is 

advantageous as many patients may not have had these captured. There have been previous 

studies using joint modelling of PSAs and previous biopsy results to predict a bespoke 

cumulative risk of Gleason score upgrade to ≥ 7, to guide and optimise when the next pre-

treatment biopsy should take place, balancing between patient burden and progression delay 
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and to reduce potentially unnecessary biopsies and corresponding complications [194]. It is 

possible to use the joint models developed in this thesis in a similar manner to guide 

personalised PSA scheduling when biochemical failure has yet to happen; or it could also be 

used as a Bayesian decision tool to trigger PSMA PET scans. For example, directing additional 

scans if PSAs surpass an unacceptable risk threshold, or guiding salvage therapies as 

appropriate, occurring within a clinically relevant prediction window of interest. 

Consequently, this can direct the frequency of follow-ups, further appointments/additional 

PSA readings taken. Conversely, if the patient is deemed to have good prognosis, then 

recommending fewer clinical exposures (e.g. reduced PSA readings taken) reduces patient 

burden. Further extensions can include making use of multi-state models, or intermediate 

events featuring progression, for example, (likely) biochemical failure → PSA-driven imaging 

i.e., PSMA PET → local failure → salvage therapies recommended to prevent any further 

clinical progressions.  

It may be the case that these IHC & SNP markers become used in standard practice as costs 

reduce and become more widely available, so they can be incorporated to update these 

predictive models. As I demonstrated, the real power of these tools is incorporating the use of 

longitudinal information; other repeatedly collected information, such as testosterone, 

PET/MRI, and biopsies can be incorporated into the model to improve prediction of recurrence 

and therefore instigate salvage intervention earlier. 

7.2.3. Implementation of prediction models in clinical practice 

Regardless of which framework is used (from standard baseline CPMs, landmarking, joint 

modelling, or machine learning), there is hope that these developed and validated models can 

be translated into an interactive web application, to facilitate their use and in order to 

maximise clinical utility. There have been some attempts to do this in previous work: Ferrer 

and colleagues have made some of their code available https://github.com/LoicFerrer3F3F

4. The 

‘Prostate Cancer Calculator’ can be found at https://psacalc.sph.umich.edu/ 4F4F

5, which is aimed 

at those patients who have received monotherapy EBRT without short-course hormones. These 

tools are considered research tools and not intended to direct treatment but intended to help 

 
4 Accessed in March 2023 
5 Accessed in March 2023 

https://github.com/LoicFerrer
https://psacalc.sph.umich.edu/
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the patient and physician decide on what action to take. In order for these tools to be 

implemented into clinical practice, appropriate evidence of their performance and 

qualification for clinical use must be obtained. 

In recent years, there has been much progress in the regulatory framework to enable and 

disseminate software and algorithms for medicinal use. Regulatory considerations and 

systems are required to be put in place so that safe and kind treatments can be delivered 

effectively; therefore, the same should apply to software/algorithm-based tools used for 

clinical decisions. In order to use software for clinical use, a CE or UKCA (UK Conformity 

Assessed) mark is required for market launch, i.e., commercialised use. The UK now has its 

own regulatory infrastructure post-Brexit (UKCA), where governance of medicinal devices is 

given by the MHRA (Medicines and Healthcare products Regulatory Agency). Regardless of 

commercialisation, medical device software to put to use on patients requires an effective 

Quality Management System (QMS) and the definition of intended use and appropriate risk 

class.  

There are three risk classes: IIa, IIb, and III [261]; this is summarised in Table 7-1. The aim of 

an app implementing the prediction model developed in this thesis would be to primarily 

drive clinical management. Diseases pertaining to cancer are classed as serious (other diseases, 

such as strokes, that require a response within an acute timeframe are considered critical). 

Therefore, the proposed app class risk rating is IIa.  

Table 7-1 medical device classification guidance, taken from MDCG 2019-11 Guidance on Qualification and 
Classification  of Software in Regulation (EU) 2017/745 – MDR and Regulation (EU) 2017/746 – IVDR, 2019 [261].  

  What is the exact application use? 

W
h

a
t 

is
 t

h
e

 r
is

k
 

o
f 

h
a
rm

in
g

 a
 

p
a
ti

e
n

t?
  

 Treat/diagnose Drive clinical 

management 

Inform treatment 

Critical Class III Class IIb Class IIa 

Serious Class IIb Class IIa Class IIa 

Other Class IIa Class IIa Class IIa 

 

With the class risk rating defined, the intended use statement can be written, referring to the 

legislation, and communicating to the regulators the rationale behind my assumption of risk 

class IIa.  
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Another key component in receiving regulatory approval for a medical device is rigorous use 

of a QMS. This is set out by the international organisation for standardisation (ISO) 13485, 

which is a platform to store documentation and processes [262]. Other such standards are 

needed such as security management (ISO 27001), and risk management (ISO 14971). Of 

course, all treatments and devices have a risk / harm-to-benefit profile, software being no 

different. There could be some risk associated with the medical device, however it is vital that 

there is, by and large, an overall benefit demonstrated, and that quality assurance is 

maintained for audits.  

Another requirement is to establish clinical validation; this is different from the already 

mentioned validation of the predictive joint model itself. Clinical investigation is required for 

all class III devices and class II devices that have a new intended use, for which there is no 

equivalent tool on the market, or that are developed on innovative technology such as AI/ML. 

This involves producing a clinical evaluation report (CER), which documents evidence and 

assessment of the safety, performance, and clinical effectiveness of the medical device. It is 

necessary for regulatory agencies to demonstrate compliance with essential requirements and 

to support the marketing authorisation of a medical device. A CER typically includes a review 

of relevant scientific literature, conducting clinical studies to demonstrate the tool’s clinical 

performance and its conformity to relevant standards. The purpose of the CER is to provide 

assurance to regulators that the device is safe and effective for its intended use, and that it 

meets regulatory requirements pertaining to quality, safety, and performance. One could 

perform an observational study to assess the tool, by allocating (possibly randomising) 

patients after treatment to follow either a fixed schedule, or a personalised one provided by 

the CDPJM, similarly suggested by Tomer and colleagues [134].  

There is also a requirement to place emphasis on updating documentation and the product in 

post-filing surveillance and follow-up (the equivalent of phase IV clinical trial monitoring), as 

the tool may be subject to biases not known during model development. There are many 

components in post-marketing surveillance, in particular under ISO 14971, where there is a 

requirement to write a periodic safety update report biennially for class IIa and annually for 

classes IIb & III, with post-market clinical follow-up. 
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Finally, once the tool has had regulatory approval, the device can be subject to changes and 

amendments as required, i.e., it is not frozen and brand-new approvals are not required to 

update the tool, provided that there are no substantial changes. A change (or version) control 

provides a framework to address this and is an important component of quality and 

regulatory management, which needs to be defined before going to market. It is a process in 

which changes to the device/tool are systematically evaluated, approved, or rejected, and 

managed. This process is implemented to ensure that changes to the device do not negatively 

impact its performance, quality, or compliance with regulations. The process itself may stem 

from a change request, in the form of an error or bug. This leads to initiation of the change 

control process. Human notification is key, i.e., involvement from a project manager and the 

solution delivery team to decide on the change to be made, documentation of said change (e.g. 

change control record), and how one defines the metric to quantify and show how the change 

was correct. There are several ranging tiers depending on the type, or significance of the 

change. For example, a tier zero change is considerable and needs to be discussed with the 

regulatory bodies and it is possible the tool may need to be recertified. A tier three / four 

change constitutes a very minor fix for a bug not normally noticeable by users.  

Here I merely touch upon what is involved and required to launch a predictive tool to market, 

or at least put it to wider use. If it is to have commercialisation, i.e., placed onto the market, 

then CE/UKCA marking is required, which needs approval from the relevant regulatory 

bodies. However, if the intention is to put into use without the commercialisation of 

intellectual property, then regulatory approvals are not necessarily required. However, it is 

important to ensure that these models are validated and that their use is guided by ethical 

principles.   

Recently there has been further focus by the MHRA that Large Language Models (LLMs) such 

as ChatGPT when used for medicinal purposes will qualify as software as a medical device 

and hence need to be regulated under the Medical Device Regulation (2002), as well as its 

intended use to be defined [263,264].  

The intended use and who is to have access are important factors that require clarification. 

The intention of this device would be for clinicians to use in the first instance. Conveying and 

communicating risk to the patient is a hugely pertinent topic that needs due diligence and 
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care, in the presence of a clinical professional. Misconceptions of risk and its communication 

– to the wider public diagnosed with cancer – was eloquently explored by Prof Hannah Fry 

(who is a British professor of mathematics at UCL) in a recent BBC Horizon documentary 

Making Sense of Cancer (first broadcast in June 2022) after her own diagnosis of cervical cancer, 

aged 36. This highlighted the impact of misinterpretation of risk, cancer overdiagnosis and 

overtreatment [265].  

Clinical prediction models have the potential to revolutionise the way healthcare is delivered 

by providing personalised, data-driven recommendations for diagnosis, treatment, and 

disease management. In the future, there are several trends that are likely to shape the future 

development and use of clinical prediction models: 

• The increased use of electronic health records (EHRs) and other data sources, such 

as genomics, imaging, self-reported measures, provide a wealth of information that 

can be used to train and validate clinical prediction models. This data could be used 

to create better predictive models, improve the generalisability of the models (e.g. 

diversity & inclusion), and collect necessary data more easily via primary care (e.g. 

GPs), without the need to visit out-patient clinics. 

 

• Development of artificial intelligence and machine learning models: as discussed 

earlier, ML models, such as deep learning and neural networks, can process large 

amounts of data and can be trained to identify complex patterns in the data, 

particularly if large genomic data is available. These models have the potential to 

improve the accuracy and generalisability of clinical prediction models. They should 

be developed in line with reporting guidance (e.g. TRIPOD-AI / PROBAST-AI 

[154,266]).  
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• The use of explainable AI (XAI): as the use of ML models increases, there is a growing 

need to understand how these models make predictions, as AI/ML tools have 

traditionally been viewed as ‘black boxes’ that provide output only. XAI techniques, 

such as feature importance and model interpretability, can be used to provide insight 

into the underlying mechanisms of the models and to identify potential biases. 

 

• Clinical prediction models can be integrated into clinical decision support systems 

to provide real-time recommendations to healthcare providers. This can help to 

improve the efficiency and effectiveness of care delivery, in addition to collaboration 

with other professionals such as researchers, data scientists and engineers, policy 

makers, and patients, which is essential for building accurate and dependable 

prediction models that can be integrated into the clinical workflow. 
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7.3 Conclusions  

To conclude, the work I presented in this thesis has focused on the development of Bayesian 

predictive tools to characterise the prognosis of localised prostate cancer patients, after short-

course hormones and (hypofractionated) radiotherapy. PSA trajectories are predictive of 

impending (biochemical) recurrence; I suggested broader clinical PSA cut-offs that are 

indicative of prolonged event-free survival (or cure), PSA ⪅ 0.23ng/mL three years follow-up 

indicates very good prognosis.  

These tools are not known to have been developed under this treatment modality, which is 

now the standard of care. There will be many more patients who have (or will) undergo this 

treatment pathway in clinic external from any trial, I hope this work will provide clinical 

utility of their prognosis for many years to come. The model is generalisable in other 

healthcare settings, in locally advanced patient populations, those who have received long-

course hormone therapy, as demonstrated through the external validation, and can be 

extended to incorporate the presence of competing risks.  

I recommend future research that explores the potential of using explainable deep learning 

methods when combining IHC and genomic data, along with longitudinally collected 

information, so long as the effective sample size permits its use to prevent overfitting. 

Furthermore, I introduced the regulatory framework required to commercialise software as a 

medical device to put into clinical use.  

The future of clinical prediction models appears encouraging as they have the potential to 

enhance patient outcomes by facilitating earlier intervention, resulting in reduced costs 

through proactive prevention, and improved quality of life for patients. This can contribute 

significantly to advancing the frontiers of science and improving outcomes for future patients.   
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Appendices 
Appendix A (chapter 4) 

Supplementary Table A1 TRIPOD checklist for Chapter 4. *Items relevant only to the development of a prediction 
model are denoted by D, items relating solely to a validation of a prediction model are denoted by V, and items 
relating to both are denoted D; V. TRIPOD = Transparent Reporting of a multivariable prediction model for Individual 

Prognosis or Diagnosis. 

Section/Topic Items* Checklist Item Page 

Title and abstract 

Title 1 D;V 
Identify the study as developing and/or validating a multivariable prediction model, the target 
population, and the outcome to be predicted. 

74 

Abstract 2 D;V 
Provide a summary of objectives, study design, setting, participants, sample size, predictors, 
outcome, statistical analysis, results, and conclusions. 

NA 

Introduction 

Background and 
objectives 

3a D;V 
Explain the medical context (including whether diagnostic or prognostic) and rationale for 
developing or validating the multivariable prediction model, including references to existing 
models. 

74-75 & Ch2 

3b D;V 
Specify the objectives, including whether the study describes the development or validation of 
the model or both. 

74-75 

Methods 

Source of data 

4a D;V 
Describe the study design or source of data (e.g., randomized trial, cohort, or registry data), 
separately for the development and validation data sets, if applicable. 

75-76 

4b D;V 
Specify the key study dates, including start of accrual; end of accrual; and, if applicable, end 
of follow-up.  

29, 76 

Participants 

5a D;V 
Specify key elements of the study setting (e.g., primary care, secondary care, general 
population) including number and location of centres. 

NA 

5b D;V Describe eligibility criteria for participants.  75 

5c D;V Give details of treatments received, if relevant.  75 

Outcome 
6a D;V 

Clearly define the outcome that is predicted by the prediction model, including how and when 
assessed.  

7 

6b D;V Report any actions to blind assessment of the outcome to be predicted.  NA 

Predictors 
7a D;V 

Clearly define all predictors used in developing or validating the multivariable prediction 
model, including how and when they were measured. 

7 

7b D;V Report any actions to blind assessment of predictors for the outcome and other predictors.  NA 

Sample size 8 D;V Explain how the study size was arrived at. 81 

Missing data 9 D;V 
Describe how missing data were handled (e.g., complete-case analysis, single imputation, 
multiple imputation) with details of any imputation method.  

76 

Statistical 
analysis 
methods 

10a D Describe how predictors were handled in the analyses.  77-79 

10b D 
Specify type of model, all model-building procedures (including any predictor selection), and 
method for internal validation. 

76-79 

10c V For validation, describe how the predictions were calculated.  80-81 

10d D;V 
Specify all measures used to assess model performance and, if relevant, to compare multiple 
models.  

80-81 

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. NA 

Risk groups 11 D;V Provide details on how risk groups were created, if done.  NA 

Development 
vs. validation 

12 V 
For validation, identify any differences from the development data in setting, eligibility criteria, 
outcome, and predictors.  

NA 

Results 

Participants 

13a D;V 
Describe the flow of participants through the study, including the number of participants with 
and without the outcome and, if applicable, a summary of the follow-up time. A diagram may 
be helpful.  

30, 81 

13b D;V 
Describe the characteristics of the participants (basic demographics, clinical features, 
available predictors), including the number of participants with missing data for predictors and 
outcome.  

82 

13c V 
For validation, show a comparison with the development data of the distribution of important 
variables (demographics, predictors and outcome).  

NA 

Model 
development  

14a D Specify the number of participants and outcome events in each analysis.  81-82 

14b D If done, report the unadjusted association between each candidate predictor and outcome. NA 

Model 
specification 

15a D 
Present the full prediction model to allow predictions for individuals (i.e., all regression 
coefficients, and model intercept or baseline survival at a given time point). 

86-88 

15b D Explain how to the use the prediction model. 89,93-94 

Model 
performance 

16 D;V Report performance measures (with CIs) for the prediction model. 92-93 

Model-updating 17 V 
If done, report the results from any model updating (i.e., model specification, model 
performance). 

NA 

Discussion 

Limitations 18 D;V 
Discuss any limitations of the study (such as nonrepresentative sample, few events per 
predictor, missing data).  

96,98-99 

Interpretation 
19a V 

For validation, discuss the results with reference to performance in the development data, 
and any other validation data.  

100-101 

19b D;V 
Give an overall interpretation of the results, considering objectives, limitations, results from 
similar studies, and other relevant evidence.  

Discussion 

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research.  100-103 

Other Information 

Supplementary 
information 

21 D;V 
Provide information about the availability of supplementary resources, such as study protocol, 
Web calculator, and data sets.  

Appendix  
A 

Funding 22 D;V Give the source of funding and the role of the funders for the present study.  NA 
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Diagnostics of the joint model longitudinal residuals and random effects are shown in 

Supplementary Figure A1.  

 

 
Supplementary Figure A1 Quantile-Quantile plots of the residuals from the longitudinal joint model (top panel) 
and random effects (bottom panel).  
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Apparent validation metrics of both discrimination and calibration components of the 

developed joint model in Chapter 4 – Development of a Personalised Clinical Dynamic 

Predictive Joint Model to Characterise Prognosis for Patients with Localised Prostate Cancer 

Patients: Analysis of the CHHiP Phase III Trialare assessed using the framework described in 

[85,90,267]. Similarly, the Brier score is used as an overall measure of predictive accuracy 

[88,99]. Calibration accuracy measures given by Austin et al. [91], specifically the ICI, i.e., the 

weighted difference between the predicted probabilities and smoothed observed proportions, 

are considered. These were extracted using the tvAUC, calibration_metrics, tvBrier functions 

from the JMbayes2 package, respectively. These are shown in Supplementary Table A2. 

Supplementary Table A2 development apparent/internal prediction accuracy metrics at varying landmark times 
either with a fixed horizon time of t=8 years (first panel), or a fixed prediction window Dt=2 or Dt=5 years (second 
and third pane respectively). Time-dependent metrics: AUROC, Brier, ICI. Ns indicate the number of patients still 
at risk by the landmark time t. 

Ns [t, u] AUC ICI Brier 

3071 [0, 8] 0.543 0.046 0.16 

3039 [1, 8] 0.579 0.067 0.156 

2947 [2, 8] 0.615 0.072 0.153 

2823 [3, 8] 0.651 0.063 0.123 

2705 [4, 8] 0.749 0.047 0.098 

2528 [5, 8] 0.803 0.038 0.069 

2357 [6, 8] 0.843 0.023 0.047 

2176 [7, 8] 0.812 0.016 0.027 

3071 [0, 2] 0.58 0.01 0.02 

3039 [1, 3] 0.621 0.029 0.045 

2947 [2, 4] 0.705 0.056 0.059 

2823 [3, 5] 0.704 0.047 0.063 

2705 [4, 6] 0.785 0.04 0.058 

2528 [5, 7] 0.824 0.032 0.048 

2357 [6, 8] See above 

2176 [7, 9] 0.808 0.024 0.051 

1846 [8, 10] 0.811 0.021 0.043 

3071 [0, 5] 0.549 0.031 0.103 

3039 [1, 6] 0.593 0.059 0.119 

2947 [2, 7] 0.624 0.072 0.134 

2823 [3, 8] See above 

2705 [4, 9] 0.728 0.046 0.118 

2528 [5, 10] 0.776 0.044 0.103 
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In addition to the fixed landmark approach taken in the main manuscript, alternative clinically 

relevant fixed prediction windows of two and five years are considered here. For either 

prediction window, discrimination increases, better distinguishing between patients who do 

and do not have recurrence. These are optimal after five-years’ worth of PSA 

 (AUC: [𝑡 = 5, 𝑢 = 7] = 0.82, [𝑡 = 5, 𝑢 = 10] = 0.78). The Brier scores show a generally expected 

decrease in prediction error given more longitudinal information, showing a moderately low 

prediction error by five years. The low Brier score at baseline [𝑡 = 0, 𝑢 = 2] is explained by the 

very homogenous decrease in PSA within the first two years of treatment (seen in Figure 4-2), 

and there are very few events within the first two years of treatment. The ICIs are reported. 

The model generally become better calibrated in the latter years, with an initially low ICI that 

increases in the first two years, then decreases i.e., becoming better calibrated in the latter 

years. External validation can be used to further correct calibration-in-the-large [93].  
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A minimum sample size calculation is performed using the methodology by Riley et al. 

[174]. There are several parameters required to inform of the minimum sample size, which 

are: the number of candidate predictor parameters of interest 𝑝, the corresponding Cox-Snell 

statistic 𝑅𝐶𝑆adjusted
2 , Van Houwelingen’s global shrinkage factor 𝑆𝑉𝐻 ≥ 0.9, the time point of 

interest and the mean follow-up time, and event rate (the number of events per person-year). 

This calculation is done using the R package and function pmsampsize [268]. 

• 𝑝 = 11, this is made up of 9 baseline prognostic factor levels and the two association 

structure parameters (value + slope).  

• 𝑅𝐶𝑆adjusted
2 = 𝑅𝐶𝑆apparent

2 × 𝑆𝑉𝐻 =  0.038 × 0.9 =  0.034 

• rate=
events

Σ person-years
=

607

24103.92
= 0.025 

• the time point of interest is a horizon time of 8 years 

• the mean follow-up is 7.85 years.  

This gives an output of  

pmsampsize(type = "s", parameters = 11, rate = 0.02518262, rsquared = 

0.03434196, timepoint = 8, meanfup = 7.8489) 

NB: Assuming 0.05 acceptable difference in apparent & adjusted R-squared  

NB: Assuming 0.05 margin of error in estimation of overall risk at time 

point = 8   

NB: Events per Predictor Parameter (EPP) assumes overall event rate = 

0.02518262   

  

             Samp_size Shrinkage Parameter     CS_Rsq Max_Rsq Nag_Rsq   EPP 

Criteria 1        2828     0.900        11 0.03434196   0.645   0.053 50.82 

Criteria 2         330     0.516        11 0.03434196   0.645   0.053  5.93 

Criteria 3 *      2828     0.900        11 0.03434196   0.645   0.053 50.82 

Final SS          2828     0.900        11 0.03434196   0.645   0.053 50.82 

  

Minimum sample size required for new model development based on user inputs 

= 2828, corresponding to 22196.7 person-time** of follow-up, with 559 outcome 

events assuming an overall event rate = 0.02518262 and therefore an EPP = 

50.82   

  

 * 95% CI for overall risk = (0.169, 0.196), for true value of 0.182 and 

sample size n = 2828  

 **where time is in the units mean follow-up time was specified in 

 

i.e., a sample size of 2828 with 559 events (events-per-parameter = 51). 
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Appendix B (chapter 5) 
Supplementary Table B1 TRIPOD checklist for Chapter 5. *Items relevant only to the development of a prediction 
model are denoted by D, items relating solely to a validation of a prediction model are denoted by V, and items 
relating to both are denoted D; V. TRIPOD = Transparent Reporting of a multivariable prediction model for Individual 
Prognosis or Diagnosis. 

Section/Topic Items* Checklist Item Page 

Title and abstract 

Title 1 D;V 
Identify the study as developing and/or validating a multivariable prediction model, the 
target population, and the outcome to be predicted. 

104 

Abstract 2 D;V 
Provide a summary of objectives, study design, setting, participants, sample size, 
predictors, outcome, statistical analysis, results, and conclusions. 

NA 

Introduction 

Background and 
objectives 

3a D;V 
Explain the medical context (including whether diagnostic or prognostic) and rationale for 
developing or validating the multivariable prediction model, including references to existing 
models. 

104-105 

3b D;V 
Specify the objectives, including whether the study describes the development or validation 
of the model or both. 

104-105 

Methods 

Source of data 

4a D;V 
Describe the study design or source of data (e.g., randomized trial, cohort, or registry 
data), separately for the development and validation data sets, if applicable. 

105-106 

4b D;V 
Specify the key study dates, including start of accrual; end of accrual; and, if applicable, 
end of follow-up.  

105-106 

Participants 

5a D;V 
Specify key elements of the study setting (e.g., primary care, secondary care, general 
population) including number and location of centres. 

105-106 

5b D;V Describe eligibility criteria for participants.  105-106 

5c D;V Give details of treatments received, if relevant.  105-106 

Outcome 
6a D;V 

Clearly define the outcome that is predicted by the prediction model, including how and 
when assessed.  

106-107 

6b D;V Report any actions to blind assessment of the outcome to be predicted.  NA 

Predictors 
7a D;V 

Clearly define all predictors used in developing or validating the multivariable prediction 
model, including how and when they were measured. 

107 

7b D;V Report any actions to blind assessment of predictors for the outcome and other predictors.  NA 

Sample size 8 D;V Explain how the study size was arrived at. 109 

Missing data 9 D;V 
Describe how missing data were handled (e.g., complete-case analysis, single imputation, 
multiple imputation) with details of any imputation method.  

108-109 

Statistical 
analysis 
methods 

10a D Describe how predictors were handled in the analyses.  109-110 

10b D 
Specify type of model, all model-building procedures (including any predictor selection), 
and method for internal validation. 

107-108 

10c V For validation, describe how the predictions were calculated.  107-108 

10d D;V 
Specify all measures used to assess model performance and, if relevant, to compare 
multiple models.  

107-108 

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. 107-108 

Risk groups 11 D;V Provide details on how risk groups were created, if done.  NA 

Development 
vs. validation 

12 V 
For validation, identify any differences from the development data in setting, eligibility 
criteria, outcome, and predictors.  

109-110 

Results 

Participants 

13a D;V 
Describe the flow of participants through the study, including the number of participants 
with and without the outcome and, if applicable, a summary of the follow-up time. A 
diagram may be helpful.  

106 

13b D;V 
Describe the characteristics of the participants (basic demographics, clinical features, 
available predictors), including the number of participants with missing data for predictors 
and outcome.  

1110 

13c V 
For validation, show a comparison with the development data of the distribution of 
important variables (demographics, predictors and outcome).  

110-112 

Model 
development  

14a D Specify the number of participants and outcome events in each analysis.  110-112 

14b D If done, report the unadjusted association between each candidate predictor and outcome. NA 

Model 
specification 

15a D 
Present the full prediction model to allow predictions for individuals (i.e., all regression 
coefficients, and model intercept or baseline survival at a given time point). 

NA 

15b D Explain how to the use the prediction model. Chapter 4 

Model 
performance 

16 D;V Report performance measures (with CIs) for the prediction model. 113-119 

Model-updating 17 V 
If done, report the results from any model updating (i.e., model specification, model 
performance). 

115-119 

Discussion 

Limitations 18 D;V 
Discuss any limitations of the study (such as nonrepresentative sample, few events per 
predictor, missing data).  

121-126 

Interpretation 
19a V 

For validation, discuss the results with reference to performance in the development data, 
and any other validation data.  

121-126 

19b D;V 
Give an overall interpretation of the results, considering objectives, limitations, results from 
similar studies, and other relevant evidence.  

121-126 

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research.  121-126 

Other information 

Supplementary 
information 

21 D;V 
Provide information about the availability of supplementary resources, such as study 
protocol, Web calculator, and data sets.  

Appendix 
B 

Funding 22 D;V Give the source of funding and the role of the funders for the present study.  NA 



  Appendices 

 
189 

 

Supplementary Figure B1 Kaplan-Meier (similar to Figure 5-2) with a breakdown comparing outcomes of the 
RADAR 6- and 18-month hormone schedules.   

Supplementary Figure B1 demonstrates the improved outcomes for RADAR patients who 

receive the longer 18-month hormone schedule, compared to RT01 and the RADAR 6-month 

schedule. 
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Supplementary Table B2 assessing overall calibration using the integrated calibration index (ICI) of the external 
cohorts before and after recalibration. The calibration metrics at landmarks 𝑡 = 0,… , 7 to predict by a fixed horizon 
time of 8 years (first panel), and with varying time horizons, i.e., fixed prediction intervals of two and five years are 
presented in the second and third panels respectively (continued next page). The negative percentage difference 

indicates improvement in ICI after recalibration.  

Trial [prediction 
interval] 

N at risk Prediction window  ICI (original) ICI (recalibrated) % Difference 

RADAR [t, 8] 

1051 [0, 8] 0.123 0.084 -32% 

1035 [1, 8] 0.216 0.181 -16% 

957 [2, 8] 0.205 0.17 -17% 

852 [3, 8] 0.181 0.151 -17% 

781 [4, 8] 0.127 0.097 -24% 

697 [5, 8] 0.072 0.061 -15% 

629 [6, 8] 0.047 0.051 9% 

587 [7, 8] 0.029 0.028 -3% 

RT01 [t, 8] 

815 [0, 8] 0.219 0.079 -64% 

788 [1, 8] 0.234 0.133 -43% 

701 [2, 8] 0.168 0.097 -42% 

600 [3, 8] 0.137 0.119 -13% 

534 [4, 8] 0.086 0.067 -22% 

481 [5, 8] 0.062 0.047 -24% 

424 [6, 8] 0.05 0.033 -34% 

378 [7, 8] 0.027 0.016 -41% 
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Trial [prediction 
interval]  

N at risk Prediction window  ICI (original) ICI (recalibrated) % Difference 

RADAR [t, t+2] 

1051 [0, 2] 0.054 0.046 -15% 

1035 [1, 3] 0.113 0.103 -9% 

957 [2, 4] 0.108 0.104 -4% 

852 [3, 5] 0.117 0.115 -2% 

781 [4, 6] 0.102 0.091 -11% 

697 [5, 7] 0.06 0.058 -3% 

629 [6, 8] See above 

587 [7, 9] 0.041 0.036 -12% 

538 [8, 10] 0.028 0.024 -14% 

RT01 [t, t+2] 

815 [0, 2] 0.129 0.119 -8% 

788 [1, 3] 0.172 0.13 -24% 

701 [2, 4] 0.141 0.076 -46% 

600 [3, 5] 0.1 0.096 -4% 

534 [4, 6] 0.079 0.069 -13% 

481 [5, 7] 0.063 0.046 -27% 

424 [6, 8] See above 

378 [7, 9] 0.048 0.031 -35% 

351 [8, 10] 0.069 0.073 6% 

RADAR [t, t+5] 

1051 [0, 5] 0.129 0.115 -11% 

1035 [1, 6] 0.206 0.188 -9% 

957 [2, 7] 0.196 0.166 -15% 

852 [3, 8] See above 

781 [4, 9] 0.128 0.099 -23% 

697 [5, 10] 0.069 0.056 -19% 

RT01 [t, t+5] 

815 [0, 5] 0.241 0.076 -68% 

788 [1, 6] 0.245 0.137 -44% 

701 [2, 7] 0.182 0.098 -46% 

600 [3, 8] See above 

534 [4, 9] 0.091 0.079 -13% 

481 [5, 10] 0.084 0.072 -14% 
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For a fixed horizon time of 𝑢 = 8 years (Supplementary Table B2, first panel), there are 

systematic improvements by recalibrating the baseline hazard of the reduced CDPJM for the 

external cohorts, seen in the reduction of the ICIs and the negative percentage differences 

(other than for RADAR [𝑡 = 6, 𝑢 = 8]). The recalibrated ICIs are similar for both cohorts for 

𝑡 = 0, with a sharp increase for 𝑡 = 1, then ICIs generally decrease with more accrued 

longitudinal information, as expected given the horizon prediction time (𝑢 = 8) is closer to 

the landmark time 𝑡. RT01 has lower overall ICIs than RADAR, and an overall bigger 

improvement via recalibration.  

For the fixed prediction windows (with varying landmark 𝑡 times) of two years (𝑢 = 𝑡 + 2, 

Supplementary Table B2 second panel) there is a bigger disparity in the recalibrated ICIs at 

𝑡 = 0, with RT01 having a 2.6x increase in error predicting recurrence free rates at 2 years 

compared to RADAR (ICI 0.046 vs 0.12). The ICIs for both cohorts start to decrease after 

landmark 𝑡 = 3, with RT01 producing lower ICI errors than RADAR from 𝑡 = 2, except for 

𝑡 = 8 (RT01 ICI 0.07 vs RADAR ICI 0.02). Recalibration leads to larger improvements in the 

RT01 cohort, again. Overall, the ICIs for 𝜋𝑖(𝑡 + 2|𝑡) are better than 𝜋𝑖(8|𝑡), expected given the 

shorter horizon time. In these lines, ICIs for 𝜋𝑖(𝑡 + 5|𝑡) (Supplementary Table B2, third panel) 

are more similar to the performance for 𝜋𝑖(8|𝑡). Note however, how the ICIs for RT01 under 

the three scenarios (𝜋𝑖(8|𝑡), 𝜋𝑖(𝑡 + 2|𝑡), and 𝜋𝑖(𝑡 + 5|𝑡)) are more closely aligned compared to 

RADAR. 

The calibration and recalibration plots for RADAR 𝜋𝑖(𝑡 + 2|𝑡) are shown in Supplementary 

Figure B2 & Supplementary Figure B3, respectively. Similarly, for RT01 in Supplementary 

Figure B4 & Supplementary Figure B5. The calibration/recalibration plots 𝜋𝑖(𝑡 + 5|𝑡) for 

RADAR are shown in Supplementary Figure B6 & Supplementary Figure B7, respectively; 

RT01 in Supplementary Figure B8 & Supplementary Figure B9 respectively. These are 

described in Chapter 5.3.2.  
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Supplementary Figure B2 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RADAR cohort, before recalibration, for a fixed prediction 
window of two years. 
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Supplementary Figure B3 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RADAR cohort, after recalibration, for a fixed prediction 
window of two years. 
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Supplementary Figure B4 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RT01 cohort, before recalibration, for a fixed prediction 
window of two years. 



  Appendices 

 
196 

 

Supplementary Figure B5 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RT01 cohort, after recalibration, for a fixed prediction 
window of two years. 
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Supplementary Figure B6 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RADAR cohort, before recalibration, for a fixed prediction 
window of five years. 
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Supplementary Figure B7 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RADAR cohort, after recalibration, for a fixed prediction 
window of five years. 
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Supplementary Figure B8 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RT01 cohort, before recalibration, for a fixed prediction 
window of five years. 
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Supplementary Figure B9 visually assessing calibration-in-the-large via graphical smoothed calibration plots of the RT01 cohort, after recalibration, for a fixed prediction 
window of five years.
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A simulation study – minimum sample size calculations for external validation of a clinical 

prediction model with a time-to-event outcome for CHHiP using the framework developed 

by: Riley RD, Collins GS, Ensor J, Archer L, Booth S, Mozumder S, Rutherford M, van Smeden 

M, Lambert P, Snell K. "Minimum sample size calculations for external validation of a clinical 

prediction model with a time-to-event outcome" (2021) https://doi.org/10.1002/sim.9275 

Overview 

There are broadly three steps involved in calculating the minimum sample size required for 

external calibration, in particular to calculate the calibration slope precisely.  

1) Specifying the distribution of the linear predictor. 

2) Specifying the distribution of the censoring and recurrence times. 

3) Specifying the required standard error for the calibration slope. 

When these three components are known, then a simulation can take place to estimate the 

required sample size necessary for external validation. The simulation-based framework is 

described by the authors Riley and colleagues and is applied to external validation sample 

size developed using CHHiP. The workflow followed is given in Supplementary Figure B10, 

taken from [192].  

 

https://doi.org/10.1002/sim.9275
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Supplementary Figure B2 workflow to calculate the required minimum external sample size to precisely estimate 
the calibration slope at a particular time point. Replicated from [192].  
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Part 1 - set-up process 

Using [192]’s Supplementary Figure B10 as follows. 

• Time point of interest is prediction at the horizon time at eight years. 

• The model’s linear predictor distribution in the development and validation 

population is known from CHHiP’s Cox proportional hazards submodel. These linear 

predictors can be extracted to learn its distribution. It gives a skewed near-normal 

distribution (Supplementary Figure B11), with the following moments:  

o Mean = 0.63 

o Variance = 0.19 

o Skewness = 0.25 

o Kurtosis = 2.47 

 

 

Supplementary Figure B11 histogram of the linear predictor of the Cox submodel for CHHiP. 

• The Kaplan-Meier curves shows an event-free rate at 8 years at around 90%, 𝑆(𝑡 = 8) =

0.902 (or 𝐹(𝑡) = 1 − 𝑆(𝑡) → 𝐹(𝑡 = 8) = 1 − 0.902 = 0.098) where 1846 patients are still 

at risk and there has been 530 cumulative events up to this landmark time. This will be 

the assumed recurrence-free probability in the validation sample.  

• The assumed distribution of survival times in the population, conditional on the effect 

of the linear predictor. The Cox model predicting at 8 years (from baseline) is 

reasonably well calibrated, using the pec::CalPlot R function (see Supplementary Figure 

B12 below). An exponential distribution with baseline rate parameter 𝜆 = 0.0065 

corresponds to 𝑆(𝑡 = 8) ≈ 0.902 when the log-hazard ratio for the effect of the linear 

prediction is 1 (that corresponds to a calibration slope of 1). Therefore, survival times 

were drawn from this distribution.  
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Supplementary Figure B12 calibration plot of the Cox survival submodel for CHHiP at a horizon time of 8 years.  

• Specifying the assumed distribution of the censoring times in the population. 

Censoring was high in CHHiP given the relatively low event rates. For CHHiP, 

(3071 − 530 = 2541) out of 3071 (83%) participants were censored before, or 

administratively censored by 8 years in the CHHiP dataset. To replicate this, censoring 

times were drawn with an assumed constant rate of censoring (which is reasonable 

given the gradual constant reduction in the red Kaplan-Meier curve, Supplementary 

Figure B1) from exp(𝜆 =0.224), giving a censoring probability of ≈ 83% by 8 years. 

All simulated values would be assigned as censored if the simulated censoring time 

came before their recurrence time. The maximum horizon time of 8 years was assumed, 

therefore any values generated after this were administratively censored at 8 years.  

• The standard error for the calibration slope was chosen to be ≈ 0.1 
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Part 2 – simulation 

When the assumptions of part 1 are specified then the simulation-based framework provided 

in Supplementary Figure 10 (steps two to nine) can be performed. This led to approximately 

20,000 patients required to estimate the calibration slope with a target standard error of ~0.1. 

The simulated calibration plots are shown in Supplementary Figure B13. There is some 

miscalibration at the higher recurrence probabilities, however there is better calibration where 

the model is to be used for clinical decision-making, i.e., at the lower predicted risks. Slight 

miscalibration in the higher risk ranges can be acceptable in this circumstance, as decisions to 

instigate imaging or salvage therapy are more likely to be carried out here in any case, and 

unlikely to influence decisions at the lower risk thresholds. It is worth noting that this has been 

carried out with the Cox survival submodel only.  

 

Supplementary Figure B13 simulated calibration curves for a sample of 20,000 patients and a target standard error 
of 0.1. The grey curves show the estimated and simulated calibration, and the black 45-degree line indicates perfect 
calibration.  
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Appendix C (chapter 6) 

I calculate the dynamic predictions based on the methodology presented in section 6.2.2. Using 

the fitted CRJM, the conditional probabilities of recurrence and death (due to an unrelated 

cause) were estimated with the Monte Carlo procedure. In particular, I derive the prognosis 

of two patients (different to the examples used in Chapter 4) and their risk of the two 

competing outcomes. Patient A who presents at 65 years of age, pre-treatment PSA=7.4ng/mL, 

T-stage=2, Gleason Grade=4+3, hormonal therapy received: LHRHa, randomised fractionation 

arm: 57Gy/19f. Patient B is 79 years of age at presenting, his baseline covariates and risk factors 

are: pre-treatment PSA=7.8ng/mL, T-stage=2, Gleason Grade=3+4, hormone therapy received: 

LHRHa, and randomised fractionation arm: 57Gy/19f.  

Predictions up to a horizon time of ten years of follow-up, from presenting PSA (𝑡 = 0) are 

presented. In each of the six panels, the above two patients’ dynamic predictions are shown, 

with the left-hand side of each plot indicating PSA values in blue dots, and the predicted PSA 

trajectory from the longitudinal submodel with the blue curve, provided with shaded 95% 

credible intervals. The right-hand side indicates the cumulative incidence functions for both 

patients for each of the two competing outcomes: recurrence (green), and the competing risk 

of death due to non-disease related causes (red), with the shaded 95% credible intervals for 

each cumulative incidence function.  

Describing each panel of Supplementary Figure C1 (panels U—Z), both patients have similar 

initial PSA values at baseline (𝑡 = 0, first panel U). Patient A has a slightly higher risk of 

recurrence at ten years (~20%) than his risk of death (~10%), patient B has similar predictions 

of either outcome of just over 20% by ten years. For both patients, the credible intervals start 

to increase from 1½—2 years onwards, indicating that with only considering baseline 

covariates and presenting PSA, the prediction window is precise for the next two years from 

baseline.  

After almost a year of follow-up (second panel V, 𝑡 ≈ 1) and accrued PSAs for both patients, 

the predicted risks of each outcome for patient A are almost identical. For patient B, the risk 

of death unrelated to cancer remains the same as in the previous landmark 𝑡 = 0.  
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In the third panel W (𝑡 ≈ 2), there is a slight increase in PSA post-nadir for A, his predicted 

risk of recurrence by ten years is ~35%, whereas their competing risk of death as decreased 

slightly with narrower credible intervals. B’s PSA remains low and stable with smaller credible 

intervals for the subsequent two-year prediction window, his risk of recurrence has almost 

halved with his competing risk remaining similar to the previous landmark time.  

In the fourth panel X (landmark 𝑡 ≈ 3), A’s latest PSA has increased beyond 2ng/mL and above 

the expected upper 97.5% credible interval, their risk of death remains similar, however their 

10-year recurrence risk is now 40% (within the next seven years). B’s recurrence risk as 

decreased with much smaller credible intervals for the next 4 years, their risk of death by 10 

years remains similar to the previous landmark.  

At landmark 𝑡 ≈ 4 panel Y, A’s PSA has decreased slightly however their 10-year recurrence 

risk remains almost unchanged (~40%) with minimal risk of death occurring first (~5%), B’s 

PSA remains low and stable with their competing risk of death still higher than recurrence 

(30% vs 10% respectively).  

In the final panel Z landmark time 𝑡 = 5.3 years of follow-up, A’s PSA rises yet again with 

their final two PSAs being above the 97.5th- predicted credible percentile, his risk of recurrence 

increases to 50% in the next five years. Indeed, this patient does go on to have biochemical 

failure in the subsequent two years. Patient B continues to have low and stable PSAs five years 

after treatment, therefore has very little risk of recurrence in the next five years and is 

predicted to have prolonged event-free survival. As this patient ages well into their mid-80s, 

their risk of death unrelated to prostate cancer expectedly increases to ~25% in the next five 

years.  
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Z 

 

Supplementary Figure C3 competing risk dynamic predictions for two patients from the competing risk joint model. 
Blue on the left-hand side indicates the PSA readings (dots), predicted PSAs (curve), on the right-hand side the 
cumulative incidence functions of each competing cause: recurrence (green) and death unrelated to prostate 
cancer (red), with the corresponding shaded 95% credible intervals. The vertical dotted line indicates the landmark 
time for each patient and their accrued PSAs up to that time point, to then make predictions for the prediction 
window with horizon time up to ten years. 
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