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Abstract — Most photon counting spectral imaging (x-CSI) 

simulations combine Monte Carlo techniques and experimental 

measurements to model signal output. These often omit some 

physical processes to minimise the computational resources 

needed, resulting in higher simulated energy resolutions 

compared with experiments. The aggregate effect of unsimulated 

processes can be compensated for using experimentally derived 

“blurring” factors. Blurring factors usually take the form of 

gaussian convolutions of the simulation output to model system 

noise and collection inefficiencies. This approach is not suitable 

for applications involving charge sharing correction algorithm 

(CSCA) modelling however, as most CSCAs operate in the pre-

thresholding domain and across multiple pixels, incorporating 

variable amounts of noise and collection efficiency. To better 

model x-CSI CSCAs, this work introduces CoGI: a framework 

combining Monte Carlo and finite element methods to simulate 

photon-matter interaction, intra-pixel charge transport, inter-

pixel charge sharing, signal generation and CSCA. CoGI is the 

first full x-CSI simulation framework to incorporate CSCA 

reported in the literature. CoGI has been validated in spectral 

and energy binning modes, using a γ-ray spectrometer and an 

Acteon series pixelated x-CSI detector respectively. CoGI thus 

represents a versatile framework for comparing multiple ASIC 

based CSCAs and will help inform future x-CSI system 

development. 

 
Index Terms— Charge Sharing Correction, Finite Element 

Method, Hybrid Pixelated Detector, Monte Carlo, Photon 

Counting, Spectral x-ray Imaging, x-CSI 

I. INTRODUCTION 

In order to realise good energy separation in medically 
focussed photon counting (PC) systems, materials with a high 

intrinsic energy resolution are required that can operate at 

medically relevant fluxes and with little additional cooling. 

Cadmium telluride (CdTe) and cadmium zinc telluride (CZT) 

are good candidate materials as they have higher absorption 

efficiencies at medically relevant energies than more 

commonly used semi-conductor materials (~80% for 1 mm 

CdTe at 100 keV compared with ~35% for Ge and ~4% for 

Si)[1], as well as a relatively high charge carrier mobility and 

low pair production energy, leading to good energy resolution.  
Submitted for review on 14/02/2020 This work was supported in part by 

funding from the Cancer Research UK Non-clinical Centre Grant to the 

Institute of Cancer Research (C209/A20926) and from the Cancer Research 

UK Imaging Centre at the Institute of Cancer Research (C1060/A16464). O. 

L. P Pickford Scienti (olie.scienti@icr.ac.uk), J. C. Bamber 

(jeff.bamber@icr.ac.uk) and D. Darambara  (dimitra.darambara@icr.ac.uk) 

are all with The Joint Department of Physics, The Institute of Cancer 

Research and Royal Marsden NHS Foundation Trust, London, SM2 5NG, UK  

CdTe and CZT are thus fast becoming the standard 

choice for photon counting spectral imaging (x-CSI) 

applications. 

Application specific integrated circuits (ASICs) designed 

for PC spectral imaging typically utilize much smaller pixel 

sizes than conventional, energy integrating systems, with pixel 

pitches reaching down to 55 µm[2]. Smaller pixels are 

desirable as they allow for higher resolution images, however 
in PC applications they also assist in maintaining detector 

response at medically relevant fluxes. This is because, for a 

given x-ray flux, reducing the pixel size reduces the per pixel 

count rate, consequently reducing the necessary reset speed of 

the counting electronics. In imaging applications, the drive for 

ever smaller pixels is typically limited by two main factors: 

reduced signal to noise ratios (SNR) and increased chances of 

an incident photon’s energy being spread across multiple 

pixels (charge sharing effects, CSE). 

The decrease in SNR is caused by the reduction in true 

counts per pixel at smaller pixel sizes compared with 

electronic noise. PC systems can bypass this limitation by 
setting the trigger threshold such that it is above the electronic 

noise, meaning false counts due to electronic noise can be 

wholly excluded, and thus increasing SNR[3] even at lower 

pixel sizes. CSEs are more difficult to deal with however, 

degrading both spatial and energy resolutions of PC systems. 

This is a significant limiting factor for pixel sizes in x-CSI 

systems[4][5], as they rely on spectral information for material 

classification and quantification tasks[6][7][8][9]. 

It has been shown that by building charge sharing 

correction algorithms (CSCAs) into the ASICs, CSEs can be 

reduced and multiple imaging metrics effectively 
improved[10]. Such algorithms work by identifying events 

that occur in adjacent pixels within a short time window and 

using them to either determine the original photon’s energy 

and location or else suppress these charge shared events. 

These algorithms have been shown to improve spectral 

response even for extremely small pixel sizes (~55µm)[11], 

however they usually come at some expense e.g. reducing the 

flux the ASIC can operate at before pileup becomes a 

problem[12]or identifying independent events as cases of 

charge sharing[13]. 

There are thus competing factors which combine to 

determine the optimal pixel size in an x-CSI system, which 
will vary depending on the CSCA employed, and currently no 

easy way to predict the optimal parameters a priori. Due to the 

high costs associated with x-CSI system prototyping, 

simulations may be used to optimise system parameters 
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TABLE I 

MATERIAL PROPERTIES USED IN COGI 

 

Parameter Symbol Value Unit 

Mobility, electrons µe 1100 cm2 V-1 s-1 

Mobility, holes µh 100 cm2 V-1 s-1 

Lifetime, electrons τe 3.0 µs 

Lifetime, holes τh 2.0 µs 

Density Ρ 5850 kg m-3 

Diffusion coefficient, 

electrons 

De 2.84 x 10-3 m2 s-1 

Diffusion coefficient, holes Dh 2.58 x 10-4 m2 s-1 

Relative permittivity ε 11.0 - 

 

instead[14][15][16]. These simulations not only provide rapid 

prototype development (by comparing many systems without 

having to construct them) but also allow optimal parameters to 

be determined and for x-CSI to be compared with more 

mature imaging techniques such as dual energy CT[17]. To 
date, most full system simulations model the photon-detector 

interactions (e.g. by Monte Carlo approaches), use some kind 

of experimental data to determine simulation parameters (e.g. 

blurring[18] or equivalent voltage [19]) and then reconstruct 

signal based on a simulation of some or all of the electronics 

in the ASIC[20]. 

This work sets out to advance these simulations in three 

main ways:  

1. by incorporating more physical processes of charge 

sharing than previous iterations of this simulation framework 

[21] such as photoelectron transport 

2. by including the signal induction contribution from 
clouds of holes moving in the sensor material 

3. by incorporating CSCAs at the ASIC level, allowing 

corrected energy resolutions to be simulated rather than 

intrinsic ones. 

The resulting simulation framework will thus be able to 

model the widest range of system designs to date, allowing for 

the optimisation of pixel dimensions for a given CSCA. 

Conversely, this framework can be used to solve the reverse 

problem and determine in silico the best CSCA for a given 

pixel dimension and spectral metric. 

II. METHODS 

A. Outline of Workflow 

This work comprises four parts: 

1. a detailed explanation of the simulation 

framework utilised and the physical processes 

modelled 

2. an experimental validation of the core 
physics behind the framework before the CSCA 

module is activated. This is done comparing 

simulated and experimental measurement for a 

commercially available γ-ray spectrometer with an 
241Am source, using energy resolution, spectral 

efficiency and total photopeak detection efficiency as 

validation metrics. 

3. A full simulation, including CSCA, to 

simulate the response of an XCounter Acteon series 
detector to a 57Co source. The Acteon series detector 

is a pixelated, CdTe based, PC detector and it is 

operated in CSC mode in this work. 

B. Simulation Framework 

The simulation framework (referred to as CoGI) is 

nominally comprised of four ‘Processes’. These processes 

combine to generate a 4-D matrix containing information on 

the time, intensity and pixel location of every signal generated 

from the detector, allowing for the reconstruction of energy 

spectra or energy binned images of the source to be produced. 

The layout of the framework can be seen in Fig. 2.1. 

‘Process one’ is modelled using the open source ‘GATE’ 

Monte Carlo code[20] and is where the material, shape, size 

and relative geometry of the source, detector and any relevant 

phantoms are defined. This code is used to model the 

processes of x/γ-ray emission, direct interactions with 

phantom/detector (elastic scattering, Compton scattering, 

photoelectric absorption and pair production), and 
mechanisms of secondary charge transport (x-ray 

fluourescence, photoelectron escape and Auger electron 

production). Low energy events are simulated using 

Livermore low energy data. The output of this process is a list 

of individual interactions between the incident photons and the 

detector sensor material, which is passed directly to a custom 

Matlab script (‘Process Three’). The passed list contains 

information on the spatial position, energy deposition and time 

of each interaction. 

 Simultaneously, ‘Process Two’ models the process of 

charge collection in the detector pixels. To do this, 

information is needed on the pixel design (pixel size and 
shape, anode size and shape, operating voltage) and sensor 

material properties  (electron mobility, hole mobility, electron 

affinity, band gap, relative permittivity and effective density 

of states in the valence and conduction bands). Values for the 

shaping time, operating voltage and system geometry were 

obtained from the manufacturer under a non-disclosure 

agreement so cannot be disclosed here. Material properties 

modelled were averaged from literature values, and are shown 

in Table I. 

 Three different types of pixel configuration are 

simulated: those surrounded on all sides by other pixels 
(centre pixels), those with one exposed edge (edge pixels) and 

those with two exposed edges (corner pixels), as shown in Fig. 

2.2. Note that a pixel (same coloured region) is defined as the 

collecting anode plus half of the space between it and an 

adjacent electrode, as explained in Fig. 2.2. For each pixel 

configuration, a 3D intensity map relating charge induction 

efficiency (CIE) to location within the pixel is generated. CIE 

is defined as 

𝐶𝐼𝐸 =  
𝑞

𝑄
2.1 

where Q is the free charge produced in the detector by the 

ionising interaction of an incident photon and q is the charge 

induced at the collecting electrode due to the movement of 

these free charges. These CIE maps are determined by using 
the commercially available finite element method package 

COMSOLTM[22], to model the material’s response to an 

applied electric field, as well as the processes of charge 
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Fig. 2.1.  Flow chart showing how information flows through CoGI. 

Information on the experimental setup such as experiment geometry and 

material properties are fed into Process one, whilst information on the 

pixel configuration and electronics are fed into Process two. The output 

from these two processes is then passed to Process three, which combines 

the data and incorporates CSEs into the proto-signals file. This file is then 

passed to Process four which applies charge sharing correction algorithms 

and gating time information to calculate the actual output signals. Further 

details on each module are given in the main body of the text. 

generation, drift, diffusion and trapping. A time dependent 

study is defined so that it solves the equation: 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

𝜕𝐶

𝜕𝑡
+  ∇ ∙ (−𝐷𝑐∇C) + 𝑈 ∙ ∇C = 𝑅 2.2 

where C is the adjoint concentration of the charge carrier in 

question, DC is the charge carrier’s diffusion coefficient, U is 
the velocity field and R the reaction rate. By solving for times 

up to and including the shaping time of the preamplifier, a 

map can be generated which combines both the intrinsic CIE 

(based on charge transport) and the ballistic deficit (based on 

mismatch between shaping time and the time necessary for 

full charge collection). The value of DC is material specific, 

and for our purposes we define U and R in the program as: 

𝑈 =  −𝜇𝐶 ∙ ∇𝜔 2.3 

and 

𝑅 =  𝜇𝐶(𝜔 ∙ 𝜔𝑘) −  
𝐶

𝜏𝐶
                            2.4 

where µC is the mobility of the charge carrier, 𝜏𝐶  is the 

average lifetime of free charge carriers, 𝜔 is the electric field 

in the pixel during operation and 𝜔k is the weighting potential, 

defined as the electric field in the pixel when all contacts are 

set to 0 V except the collecting anode, which is set to 1 V. By 

substituting (2.3) and (2.4) into (2.2) we get 

𝜕𝐶

𝜕𝑡
+  ∇ ∙ (−𝐷𝑐∇𝐶) ± 𝜇𝐶 ∙ ∇𝜔 ∙ ∇C = 𝜇𝐶(𝜔 ∙ 𝜔𝑘) − 

𝐶

𝜏𝐶

2.5 

Solving for the rate of change in charge gives 

𝜕𝐶

𝜕𝑡
= 𝜇𝐶 ∙ ∇𝜔 ∙ ∇𝐶 + ∇ ∙ (𝐷𝑐∇C) −  

𝐶

𝜏𝐶

+ 𝜇𝐶(𝜔 ∙ 𝜔𝑘) 2.6 

This equation is comparable to Prettyman’s adjoint continuity 

equation for determining the current induced in a collecting 
anode in a semiconductor detector (shown in (2.7))[23], 

though note that Prettyman uses the symbols 𝜑 and 𝜑𝑘 in 

place of the symbols 𝜔 and 𝜔𝑘 respectively. 

Initial information 

on: detector 

dimensions, detector 

materials, phantom 

properties, source 

activity and emission 

profile experimental 

set-up geometry, time 
of exposure 

Spectral mode  

Energy spectrum 

from the 

simulated detector  

OR 

Binned mode 

Counts in each of 

several predefined 

energy bins  

Process four: 
Custom code to combine the 

above data with information 

on shaping time and CSCA 

employed. 

Generates: detector signal 

pulses 

Process one: 

Monte Carlo 

simulation of photon-

detector interactions. 

Generates: time, 
location and quantity 

of energy deposition 

Process two: 

Charge cloud Finite 

element method 

simulation of pixel 

response to injected 

charge. 
Generates: map of CIE 

as a function of 

intrapixel coordinates 
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bias voltage, material 

properties, shaping 

time 

                                  
Fig. 2.2.  3D 3x3 grid of pixels used in calculating the CIE maps in 

COMSOL. Each pixel is defined as the central collecting anode (smaller 

squares) plus half of the distance between in and its neighbouring anodes. 

Three pixel types were simulated in turn: ‘central’ pixels surrounded by 8 

others (purple), ‘edge’ pixels surrounded on all bar one side (green) and 

‘corner’ pixels surrounded on all bar 2 sides (red). 

Process three: 

Custom code to combine the 

above data with information 

on pixelation to adjust for 

likely pixel cross talk and x-

ray fluorescence effects. 

Generates: signal relevant 

information 
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𝜕𝐶

𝜕𝑡
= 𝜇𝐶 ∙ ∇𝜑 ∙ ∇𝐶 + ∇ ∙ (𝐷𝑐∇C) −  

𝐶

𝜏𝐶

+ 𝜇𝐶(∇𝜑 ∙ ∇𝜑𝑘) 2.7 

There is one obvious difference between (2.6) and (2.7): (2.6) 

contains the term (𝜔 ∙ 𝜔𝑘) whereas (2.7) uses (∇𝜑 ∙ ∇𝜑𝑘). To 

show why this has been done, we first expand the ∇ operators 

to give  

∇𝜑 ∙ ∇𝜑𝑘 = (
𝜕𝜑

𝜕𝑥
𝑥 +  

𝜕𝜑

𝜕𝑦
𝑦̂ +  

𝜕𝜑

𝜕𝑧
𝑧̂)

∙ (
𝜕𝜑𝑘

𝜕𝑥
𝑥 +  

𝜕𝜑𝑘

𝜕𝑦
𝑦̂ +  

𝜕𝜑𝑘

𝜕𝑧
𝑧̂)                       2.8 

Next we note that where the electric field is constant the 

electric potential will change linearly with distance from the 

anode. Close to the anode, the electric potential does not vary 

linearly however, as the field is represented by a smoothly 

varying continuous function, it can be modelled as a series of 

linear segments, provided the segments are sufficiently small. 

This criteria can be obtained by reducing the mesh size of the 

FEM such that the solution converged to does not change with 

further reduction in mesh size. In these small linear regions we 
then have that  

𝜑 = 𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧 2.9 

and 

𝜑𝑘 = 𝐹𝑥 + 𝐺𝑦 + 𝐻𝑧 2.10 

where a, b, c, F, G and H are scalar constants. We thus find 

that 

∇𝜑 = (
𝜕(𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧)

𝜕𝑥
𝑥 +

𝜕(𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧)

𝜕𝑦
𝑦̂

+
𝜕(𝑎𝑥 + 𝑏𝑦 + 𝑐𝑧)

𝜕𝑧
𝑧̂)                              2.11 

and so  

∇𝜑 = 𝑎𝑥 + 𝑏𝑦̂ + 𝑐𝑧̂ 2.12 

A similar argument can be made for 𝜑𝑘 which means that  

∇𝜑. ∇𝜑𝑘 = (𝑎𝑥 + 𝑏𝑦̂ + 𝑐𝑧̂) ∙  (𝐹𝑥 + 𝐺𝑦̂ + 𝐻𝑧̂)
= 𝐹𝑎 + 𝐺𝑏 + 𝐻𝑐                                         2.13 

Finally, we note that by defining 𝜔 and 𝜔𝑘 as vectors of the 

form 

𝜔 = 𝑎𝑥 + 𝑏𝑦̂ + 𝑐𝑧̂ 2.14 

and 

𝜔𝑘 = 𝐹𝑥 + 𝐺𝑦̂ + 𝐻𝑧̂ 2.15 

we get that  

𝜔. 𝜔𝑘 = 𝐹𝑎 + 𝐺𝑏 + 𝐻𝑐 2.16 

and thus the terms ∇𝜑 ∙ ∇𝜑𝑘 and 𝜔 ∙ 𝜔𝑘 give the same 

numerical answer. This complete FEM simulation thus 

produces a solution to Prettyman’s adjoint continuity 

equations. 

Examination of the terms in (2.6) shows that it models 

the charge carrier processes of generation (𝜇𝐶𝜔 ∙ 𝜔𝑘), 

diffusion (𝐷𝐶∇C), drift (𝜇𝐶∇𝜔 ∙ ∇C) and loss to trapping (
𝐶

𝜏𝐶
), 

but that it does not include a term to account for the 
subsequent release of trapped charges. It should be noted, 

however, that due to the high voltage used across the pixels 

simulated, the residency time within the traps is sufficiently 

long compared to the drift time across the pixel that the effect 

of de-trapping on charge collection can be ignored to a first 

approximation. 

The charge carriers modelled can be either electrons (e-) 

or holes (h+), however the current COMSOL implementation 

can only deal with one at a time. In order to account for the 

signal contribution from both electrons and holes, the 

simulation is run separately for each pixel type: once with C = 

e- and once with C = h+ (with the diffusion sign reversed). The 
superposition of the resulting two CIE maps is used in CoGI to 

give a combined CIE map that considers both charge carriers 

in the detection process.  

The output from ‘Process two’ is thus a set of three files: 

one for each pixel configuration. These files contain the 

coordinates for an evenly spaced 3D lattice within the pixel, 

and the corresponding charge induction efficiencies for those 

points for a given shaping time. CIE values between these grid 

points are determined as and when they are needed by trilinear 

interpolation of the nearest 8 grid points. 

‘Process three’ is executed in Matlab and has the aim of 
combining information on CSEs from ‘Process one’ (from x-

ray fluorescence, photoelectron transport and between pixel 

Compton scattering) and charge loss from ‘Process two’ (due 

to interpixel diffusion, charge trapping and ballistic deficit) 

into a single unified dataset. Data from the GATE simulation 

is pixelated using information from COMSOL and the events 

stored in a new file referred to as a “proto-signals file”. During 

this transfer, x-rays that deposited their energy across multiple 

pixels are identified and separated into distinct events 

occurring in each affected pixel. For each event in the new file 

the energy of the event is adjusted based on its relative 
position within its pixel, using information on CIE for the 

relevant pixel type produced in ‘Process two’. The output of 

‘Process three’ is then a 4D matrix containing information on 

the proto-signal induced, time of interaction, and pixel 

coordinates (x and y) for each event. 

‘Process four’ receives the proto-signals file and 

combines it with information on the user selected CSCA to 

simulate the results of the selected CSCA on the data. The 

CSCA used in this work is based on the proprietary 

AntiCoincidence algorithm employed in the XCounter Acteon 
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detector being modelled[12]. Specifics of this particular 

CSCA are covered by a non-disclosure agreement, however 

we can say that CSCAs in general operate by using a time 

window to identify events in adjacent pixels that likely result 

from charge sharing effects and then applying a corrective 
process to these events, either summing their energies together 

or excluding them entirely from the output. Finally, if 

operating in Binning mode, the user is prompted to set energy 

thresholds for the virtualised readout, in a similar way to any 

x-CSI system, so that reconstructed events can be assigned to 

the relevant energy bin. This allows for the simulated output to 

be compared to that measured by the readout of a physical x-

CSI system. 

C. Method for Validating the Basic Physics 

In addition to the simulation of holes and CSCAs, the 

current incarnation of our simulation framework, now called 

CoGI, has had several upgrades to improve speed and 

robustness since our group last validated and published on it 

[14][21]. In order to confirm that these changes have not 

affected the core physics of the simulation framework, we first 

revalidated the simulated output from CoGI in “Legacy” mode 

(without CSC algorithms) using a commercially available 
CZT based γ-ray  spectrometer (GR1 spectrometer, from 

Kromek[24]). This detector has only a single crystal pixel and 

so does not suffer from pixelation based CSEs or require CSC 

algorithms.  

A 0.34 MBq 241Am sealed source was placed in contact 

with, and approximately centred on, the spectrometer window 

and the energy spectrum produced over a 1 minute exposure 

was recorded. A similar situation was then simulated in CoGI, 

with the main differences being: 

1. the beryllium transmission window was omitted as 

the purity and thickness were unknown. We therefore 

expected our simulation to overestimate the number of 
photons detected below about ~2keV, as Beryllium 

windows are only partially transparent at these energies 

[25]. In order to avoid this contaminating our results, both 

the experimental and simulated data was assessed after 

removing any counts below 2.5 keV, so that only the energy 

regime in which Be windows are transparent were 

compared. 

2. the coplanar electrode configuration was modelled 

as a simpler planar configuration, as we did not know the 

electrode specifications used to achieve a coplanar setup. 

We therefore accepted that our model would likely slightly 
underestimate energy resolution as a result of the increased 

contribution of holes to the signal in the simulation 

compared to our experiment. 

The simulated and experimentally determined energy 

spectra were then compared in terms of their spectral 

efficiency (Seff), total photopeak detection efficiency (𝑇𝑝𝑝) and 

the energy resolution at the photopeak. Seff is defined as  

𝑆𝑒𝑓𝑓 =
𝑃𝑐

𝑇𝑐

× 100% 2.17 

where Pc is the number of counts recorded in the photopeak 

and Tc is the total number of counts recorded in the detector. 

𝑇𝑝𝑝 is defined as  

𝑇𝑝𝑝 =
𝑇𝑐

𝜅
× 100% 2.18 

where 𝜅 is the total number of photons emitted from the 

source during the acquisition time. In this work, the energy 

resolution of the photopeak is defined as the FWHM of a 

Gaussian fitted to the photopeak data. 

D. Method for Validating CoGI’s New CSCA Module 

In order to experimentally validate the CSCA module of 

CoGI, a simulation was defined, using all modules, that 

modelled the detection of a 57Co source by a physical system. 

The physical system used for this was an Acteon series 

pixelated detector (from XCounter[26]), with 256 x 128 pixels 

per ASIC and two energy thresholds per pixel. The total 
sensor area was 2.56 cm x 2.56 cm. In order to assess the 

efficacy of the CSCA during normal operation, the 2 available 

thresholds were set up such that an energy bin could be 

defined that would contain only the photopeak from the 

source. In order to ensure the correct placement of the 

thresholds, an energy spectrum of the source, as recorded by 

the Acteon detector, was required. Details of how this was 

acquired will be given later in this section. Once the energy 

spectrum was obtained, a Gaussian was fitted to the 122 keV 

photopeak and this modelled Gaussian was used to define the 

energy bin for the simulation, such that the bin would contain 
~95% of the Gaussian area (peak energy ± 2σ). The physical 

detector output was then processed with the same 2 energy 

thresholds. 

The detector used was based on a pixel pitch of 100 µm, 

a pixel thickness of 0.75 mm and utilised CdTe as the x-ray 

conversion material. Full information was provided by the 

manufacturer with regards the material composition of the 

detector window, device geometries (internal and external), 

shaping times, CSC algorithm (AntiCoincidence), operating 

voltages and ASICs configuration, allowing the corresponding 

simulation set-up to be as accurate as possible. 

The experimental setup involved a 57Co point source 
(1.12 MBq) placed directly onto the detector transmission 

window, approximately centred on the gap between 2 adjacent 

ASIC boards (aligned by hand during a scan in continuous 

acquisition mode). The CoGI simulation was set up to model 

the same physical situation, as shown in Fig. 2.3.  

During the experimental set-up it was noticed that the 

calibration was slightly different on the two ASICs. Data was 

thus acquired and processed only from a single ASIC, and the 

simulation modified accordingly to reflect this. Data was 

acquired (experimentally and simulated) for 1 minute of decay 

time and the number of counts in the defined energy bin was 
used as a metric for comparing the simulated CSCA 

effectiveness with the experimentally applied one. 
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Fig. 3.1.  Comparison of the main 241Am photopeak as recorded by a GR1 

spectrometer (Exp) and predicted by CoGI (Sim). The data 

recorded/simulated are shown (dots), along with the Gaussian fits (coloured 

lines). The widths of the two peaks and areas underneath them are in good 

agreement. 

TABLE II 

COMPARISON OF PHOTOPEAK METRICS BETWEEN 

SIMULATION (CoGI) AND EXPERIMENT (GR1). 

 

Metric GR1 CoGI 

FWHM (keV) 13 16 

Pc 8.2E6 8.4E6 

Tc 9.9E6 1.0E7 

TPP (%) 40.2 41.2 

Seff (%) 83 82 

 

 

 
  

E. Determination of energy thresholds for photopeak bin  

In order to build up an energy spectrum of the source 

from only two thresholds, the lower-energy-threshold was 

held constant (to monitor consistency of the detector) whilst 

the upper-energy-threshold was moved in 1 keV steps between 

the lower threshold and 130 keV. 1 minute of data was 
acquired for each 1 keV energy bin. The procedure for each 1 

minute acquisition was to: 

1. Normalise the number of counts in the 

lower-energy-bin to the counts recorded in the 

lower-energy-bin during the first 1 minute 

acquisition 

2. Scale the number of counts in the higher-

energy-bin by the same number 

3. Determine the number of counts in energy-

bin j by calculating the number of counts above the 

high-energy-threshold when it was set to j keV, 

minus the counts above the high-energy-threshold 

when it was set to (j+1) keV. 

The Gaussian fitted to the resulting 122 keV peak had a 

measured FWHM of 4.6 keV, in line with what would be 

expected based on information from the manufacturer (~4% at 

120 keV). As the relation between FWHM and sigma for a 

Gaussian is  

𝐹𝑊𝐻𝑀 ≈ 2.355𝜎 2.19 

and for Gaussian distributions ~95% of the events occur in the 

interval mean ± 2σ , we determined that the energy interval 

needed to capture ~95% of the photopeak full energy counts 

was 118.1 – 125.9 keV. As the physical system was only 

capable of taking whole keV steps, the energy thresholds 

chosen for the validation work were 118 keV and 126 keV. 

The number of counts in this bin was thus given by the 

number of events above the 118 keV threshold minus the 

number of events above the 126 keV threshold. The simulated 

detector was calibrated based on the 3 prominent peaks in the 

spectrum before CSCA application and binning. These 

features were the Cd x-ray fluorescence, 57Co full energy and 

escape peaks, as indicated in Fig. 3.2. 

III. RESULTS 

Fig. 3.1 shows the results from the experiments designed 

to validate the basic physics modelling in CoGI. Only the 

main photopeak for 241Am decay (at around 60 keV) is shown 

here, as this is the dominant signal from this source. The 

measured points are shown for both the GR1 spectrometer 

(blue dots) and the CoGI simulation (red dots). As is routine in 

γ-ray spectroscopy, Gaussians were determined (and plotted) 

for each data set so that relevant metrics can be determined 

and compared, as shown in Table II.  
The energy resolution predicted by the simulation is 

poorer than that found experimentally, however this was not 

unexpected considering the limitations on the simulation, and 

likely reasons for this are discussed in the Methods and 

Discussion sections. With these caveats noted, and based on 

the generally good agreement found for Seff, Pc, Tc and TPP, the 

results were taken as validating the basic physics of the 

simulation framework, and so we moved on to consider the 

novel case where the CSCA is employed.  

Figure 3.2 shows examples of the simulated 57Co energy 

spectra measurements from CoGI, both before CSCA 

application (black dashed line) and after (solid blue line). In 

order to convert from simulated channel number to detected 

photon energy, a three point linear calibration was performed 
on the simulated detector using the spectral features of known 

 
Fig. 2.3.  Setup for simulation of 57Co on the Acteon pixelated detector. The 
57Co source (small pink square) is placed in contact with the carbon fibre 

window (blue rectangle) and directly over the gap between the two CdTe 

crystals (yellow rectangles). The ASICs on which the CdTe crystals are 

mounted are not simulated, though the cathode and pixelated anodes are. 
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Fig. 3.2. Simulated 57Co energy spectrum produced by CoGI with (solid blue 

line) and without (black dashed line) a CSCA applied. The spectral features 

corresponding to x-ray fluorescence (A), escape peak (B) and full-energy 

photopeak (C) from the raw spectrum were used to calibrate the simulated 

detector using a linear calibration technique. 

TABLE III 

COMPARISON OF COUNTS IN PHOTOPEAK CONTAINING ENERGY 

BIN BETWEEN EXPERIMENT (Acteon), SIMULATION (CoGI) AND 

SIMULATION WITH LONGER SHAPING TIME (CoGI(Long)). 

 

 Counts in photopeak 
bin 

Discrepancy with 
experiment 

 

Acteon (Physical) 

 

3.11e5 

 

N/A 

CoGI 2.96e5 4.9% 

CoGI (Long) 3.10e5 0.2% 

 

energy: the full energy photopeak (C), escape peak (B) and Cd 

kα line (A). If the applied voltage is sufficient to allow 

complete charge collection, from any pixel location, within the 

shaping time of the system then increasing collection time 

should not shift the location of the main photopeak, as 
detrapping is not modelled and so lost charge cannot be 

collected, no matter how long is allowed for charge collection.  

Attempts at increasing collection time did cause a shift in 
photopeak location however, indicating it is likely the shaping 

time modelled was inadequate for the combination of voltage 

and material properties modelled. Reasons for this and its 

implications are discussed further in the discussion section. 

For now suffice it to say that, in order to provide a better 

comparison with experiment, a second simulation was 

performed with a longer shaping time so that full pixel volume 

charge capture could be achieved. The output from this 

simulation with a longer shaping time did not require 

calibration, indicating that the shaping time was sufficient for 

charge to be fully collected from all pixel depths. 

Table III shows the comparison between the number of 
counts in the energy bin for simulations and experiment. The 

counts presented are summed across all pixels in the array, and 

consequently contain contributions from centre, edge and 

corner pixel types. 

IV. DISCUSSION 

Table II shows that, when compared with a GR1 

spectrometer, CoGI is able to accurately estimate the total 

photopeak detection efficiency (TPP disagreement ~2.4%) and 

gives a very good indication of the spectral efficiency to be 
expected (Seff disagreement ~1%). Whilst this is reassuring 

that the physics relevant to a non-pixelated detector are 

correctly modelled, it should be noted that CoGI does 

underestimate the energy resolution by a full ~3 keV. This 

disparity between the experimentally determined FWHM and 

that predicted by the simulations is due to a limitation of the 

simulation set-up, specifically the electrode configuration. As 

noted in the Methods section, the GR1 uses a coplanar 

electrode arrangement whilst CoGI was setup to model a 

planar setup. CoGI could not model the coplanar arrangement  

in this case because information on the geometry and voltages 

of the GR1’s coplanar configuration of electrodes was not 
available. Coplanar arrangements are designed to screen out 

signal contribution from holes, which have lower mobility and 

are more readily trapped, leading to a more severe degradation 

in energy resolution. Consequently, it would be expected that 

the simulation results of a planar arrangement would 

overestimate the FWHM compared to a coplanar arrangement, 

as was found. 

The data from Table II thus validates that the basic 

physics of our simulation framework are intact and we can 

proceed with deploying it to the new situation of a pixelated 

detector operating a CSCA. 
Fig. 3.2 shows simulated 57Co spectra from CoGI, as 

recorded by a simulated version of the Acteon detector, both 

with and without a CSCA employed. It can be seen that the 

CSCA modelled (based on XCounter’s proprietary 

AntiCoincidence mode) produces a clear reduction in the x-

ray fluorescence peaks (A), as well as a marked increase in the 

ratio between the full energy and escape peaks (C and B 

respectively). As the sensor is being exposed to mono-

energetic photons, and so only a single photopeak would be 

expected without charge sharing, this clearly demonstrates that 

the algorithm is able to identify instances in which charge was 

shared across multiple pixels and recombine these counts from 
different pixels into a single peak of corrected energy. 

The maps used in calculating the output signal include 

signal loss from charge trapping, charge diffusion to adjacent 

pixels and ballistic deficit. 

Ballistic deficit is a loss in signal output resulting from a 

shaping time which is too short to allow charge clouds to drift 

fully to the anode during collection time, regardless of their 

depth within the pixel. We refer to the situation where shaping 

time is long enough to minimise ballistic deficit as full pixel 

volume charge collection (FPVCC). Once FPVCC is reached, 

further increasing the shaping time should not result in a shift 
in the output signal (channel number of the photopeak). 

Sequential variation of the simulated shaping time in our setup 

did result in an increase in the photopeak channel number up 

to a maximum of 1220, where it stabilised. Combining this 

data with that in Fig 3.2, it becomes clear that whilst the 

physical system possessed a sufficiently long shaping time for 

FPVCC to be realised, the simulated system did not. When the 

physical system’s parameters were modelled the photopeak 

was shifted down to channel ~1770, indicating ballistic deficit. 

A 

B 

C 
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This strongly suggests that the combination of applied voltage 

and shaping time simulated for this material do not allow for 

FPVCC to occur. The electronics properties used in our 

simulations were provided by the manufacturer, and further 

discussions with them led us to believe that the physical 
system had been shown to demonstrate FPVCC. The most 

likely reason for the lack of FPVCC from our simulation 

therefore seems to be the use of averaged literature values for 

some of the material parameters, as different material 

properties would result in different shaping times needed to 

achieve FPVCC. The FPVCC condition could however be 

artificially produced by extending shaping time. As detrapping 

is not simulated in this framework, such longer shaping times 

would reduce ballistic deficit without impacting on the 

proportion of charge lost to trapping, and so seemed a 

reasonable approach to take. We therefore proceeded to 

continue the analysis with two simulations in CoGI: 
1. Manufacturer provided voltages and shaping times 

with literature averaged material properties. This simulated 

detector required 3 point linear calibration to correct for 

ballistic deficit. 

2. Manufacturer provided voltage and literature averaged 

material properties but a longer shaping time so that FPVCC 

was achieved. This detector did not require calibration as all 

spectral features were found in the expected energy bins. 

The energy thresholds set on the physical system were 

then replicated in the simulation, and the number of counts in 

the photopeak bin recorded for all 3 setups, as shown in Table 
III. As can be seen from this setup, good agreement ( <5% 

deviation) is found between the outputs of a physical and 

CoGI simulated Acteon system, even when the CdTe material 

properties are averaged from literature values rather than 

based on the exact CdTe formulation used and FPVCC is not 

achieved. Extension of shaping time to replicate the FPVCC 

state found in the physical system further improves the 

agreement between simulation and reality, with the 

discrepancy reduced to ~0.2%.  

Collectively, these results provide strong evidence 

validating CoGI as a simulation framework capable of 

modelling x-ray photon counting spectral detectors, including 
cases where CSCAs are employed. 

V. CONCLUSION 

This work has involved a 2 part validation of the 

simulation framework referred to as CoGI. The basic physics 

of the simulation in a non-pixelated, non-charge sharing 

situation were validated using a commercially available GR1 

γ-ray spectrometer, whilst the pixelated, charge sharing 
correction case was validated using an Acteon series photon 

counting detector from XCounter, running in their proprietary 

AntiCoincidence mode. 

It was demonstrated that the CoGI simulation framework 

can predict the output of a defined energy bin in the Acteon 

detector with good accuracy (< 5% deviation from 

experiment) when provided with pixelation dimensions, 

operating voltages, a CSCA, shaping times and material 

properties. Importantly, this work was able to model system 

outputs accurately using very small pixel pitches (100µm), a 

regime in which CSEs can be significant. Further, CoGI was 

shown to be accurate (~0.2% deviation from experiment) even 

when exact material properties were not known, provided that 

the physical system’s design allows charge clouds to fully drift 

to the anode within the shaping time, regardless of their point 

of creation within the pixel: a condition referred to as FPVCC. 
This was possible by using an artificially long shaping time 

for signal collection such that FPVCC was achieved in the 

simulation. The ability to use averaged material properties like 

this allows for a wider range of systems to be simulated, as 

material properties do not need to be extensively characterised 

for each one. 

Inclusion of an ASIC based CSCA directly into the signal 

reconstruction makes CoGI an especially useful model for 

determining the response of small pixel systems (<200μm) in 

spectral applications such as x-CSI, where CSCAs are used to 

preserve spectral response. Whilst XCounter’s 

AntiCoincidence algorithm was modelled in this case, and 
shown to be useful in reducing charge sharing artefacts even at 

these small pixel sizes, CoGI could be easily adapted to model 

any ASIC based CSCA. Optimisation of pixel parameters can 

thus be performed based on the corrected signal they produce 

rather than the initial signals they induce. The realism of this 

simulation framework is expected to be of great interest to 

those developing both physical systems and those working on 

truly spectral reconstruction algorithms, by giving them access 

to realistic image data without requiring the expensive 

investment in prototype x-CSI systems. The next iteration of 

CoGI will aim to further facilitate these works by providing 
some basic material decomposition algorithms to allow for 

application specific questions to be answered.  
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